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1. Introduction

Extensive preclinical examination and validation of potential 
therapeutic compounds are required prior to their clinical eval-
uation and approval. This process is time-consuming (approxi-
mately ten years), extremely costly (approximately two billion 
dollars), and has low efficiency (<20%).[1] Some drug candi-
dates have shown preclinical success, while they were ineffec-
tive and sometimes deadly in the clinic. For example, encainide 
and flecainide as class I antiarrhythmic agents showed a great 
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promise at suppressing irregular car-
diac pacing in preclinical trials in 1980,[2] 
whereas a subsequent cardiac arrhythmia 
suppression trial in 1991 proved that the 
risk of a fatal cardiac event was 2.5 times 
higher for patients taking encainide and 
flecainide.[3] Research and development 
costs in drug development still con-
tinue to increase with the total cost up 
to $2.5 billion for every drug approval.[4] 
However, despite this increasing invest-
ment in drug development and discovery, 
the number of drugs approved by the 
Food and Drug Administration (FDA) has 
decreased over the last couple of decades.[5]

One of the main reasons for high cost 
and low efficiency of conventional drug 
development process is the lack of physi-
ologically relevant preclinical models 
capable of predicting human responses 
to new drugs.[6] Animal models have 
been provided a living system with pos-

sible assessment of drug efficacy on target site and nontarget 
organ toxicity. However, the use of animal models is associated 
with high cost, ethical concerns, and low throughput.[7] Clear 
imaging of the animal body is limited, hindering visual trans-
portation of therapeutic agents in tissues and organs. Moreover, 
results from animal models are often inconsistent with human 
trials mainly because of physiological or pathophysiological 
differences between animals and humans.[8] Therefore, more 
accurate and reliable human tissue models are needed for pre-
clinical drug screening to improve the efficiency and success 
rate of clinical trials.

Tissue engineering (TE) aims to recreate functional tissues 
and organs outside the body. Engineered tissues have been 
developed to restore and replace diseased or damaged native tis-
sues. In fact, TE has aimed to solve the organ shortage problem, 
which has kept many people waiting for donor organs. Before 
the mid-1980s, the word TE was used in the literature to indicate 
the surgical manipulation of tissues and organs or in more gen-
eral cases when biomaterials or prosthetic devices were used.[9] 
The current definition of TE was introduced in 1987 as “the 
application of the principles and methods of engineering and 
life sciences toward the fundamental understanding of struc-
ture–function relationships in normal and pathologic mam-
malian tissue and the development of biological substitutes to 
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restore, maintain, or improve function.”[10] Following a major 
contribution of Langer and Vacanti to the TE field,[11] many 
researchers in the world pursued the TE toward production of 
functional tissues as a therapeutic solution.

In general, a tissue can be constructed by culturing suitable 
cells on a scaffold that provides structural support and integ-
rity for the tissue. Scaffolds aim to recapitulate the composi-
tion, structure, and function of the extracellular matrix (ECM) 
that the cells are normally surrounded by in vivo. Growth fac-
tors and other supplements are also required to regulate cell 
behavior and function. Using microscale technologies, tissue 
engineers are able to make complex tissues.[12,13] Among the 
first engineered tissues and organs were skin, cartilage, bone, 
blood vessel, and bladder,[14] and later cardiac[15] and muscle 
tissues.[16] Engineered tissue products can either be prepared 
fully functional in vitro and then be implanted (e.g., cardiac 
patches[17]) or use the host tissue for further maturation and 
function (e.g., chondrocytes encapsulated in biomaterials[18]). 
Recent studies have focused on using artificial tissues and 
organs as the human-cell based models in drug screening and 
discovery.[19] However, the early stages of drug development are 
still based on in vitro cellular models as discussed below.

In this review, we briefly explain cellular and tissue models 
used in drug discovery and prediction. We then describe bioma-
terials, cells, physiochemical parameters, and microscale tech-
nologies as essential components to construct organ-on-a-chip 
(OOC) platforms. We also discuss sensory systems to monitor 
real-time physiological changes in cells and tissues. Following 
that, this review describes currently developed tissues and OOC 
platforms (e.g., liver, skeletal muscle, cardiac, cancer, lung, 
skin, bone, and brain) as functional tools in simulating the 
human physiology and metabolism. Finally, we highlight future 
perspectives and major challenges in the development of OOC 
platforms toward accelerating clinical studies of drug discovery.

1.1. In Vitro Cellular Models

In vitro 2D cellular models are extensively used in preclinical 
evaluation of drug candidates.[20] They are helpful tools in 
drug screening to provide a controlled and simplified milieu to 
observe and examine cellular activity in response to a potential 
drug candidate. For example, Foster et al. used the A549 cell 
line as a 2D pulmonary epithelial model to study drug metab-
olism.[21] However, 2D models are often not suitable for drug 
screening. For example, Anthérieu et al. used HepaRG cell 
model (first human hepatocyte-like cells) for the study of tox-
icity and drug metabolism; however, human hepatocyte cell 
lines have negligible amounts of metabolites compared to 
human primary hepatocytes and thus they are not suitable for 
drug metabolism studies.[22] The major limitation of 2D cellular 
models is that they are often comprised of a single cell type with 
some complimentary cells and as a result these models do not 
replicate the complex structure and function of cells in tissues 
in the human body.[23] They often suffer from cell immaturity, 
limited lifespan, and functional development, which make it 
difficult to extrapolate the cell response to the native tissue func-
tion.[24] In addition, the simplicity of in vitro cellular models is 
particularly a major drawback in studying metabolite activity 
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of drugs on nontarget tissues, complex drug metabolism, and 
inflammatory responses. Therefore, more sophisticated human 
tissue models are beginning to emerge to provide more physi-
ologically relevant models in drug analysis and discovery.

1.2. Need for Human Tissue Models

In general, development of physiologically relevant and func-
tional tissue models using human cell sources has recently 
emerged as a hot research topic in regenerative medicine. 
Making human tissues on a chip facilitates measurement of 
tissue activity and function in a reliable, reproducible, real-
time, and preferably high-throughput manner for pharma-
ceutical applications.[25] Human tissue models can be scaled 
based on organ size in the body. Therefore, drug toxicity or 
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effectiveness using human tissue models can be extrapolated 
to the whole human body using metabolite concentrations in 
the model and knowing physiological ratios of blood surrogate 
to the cells.[25] Moreover, human tissue models are more cost-
effective compared to animal models and combinations of dif-
ferent drug candidates can be tested in the tissue models in 
parallel.[26] Therefore, the total cost of drug screening is sub-
stantially decreased using tissue models and has less ethical 

concerns compared to drug testing using animals. Additionally, 
an important advantage of human tissue models is that they 
can operate under either nonphysiological or physiological 
conditions. Drug screening process should be done under 
physiological conditions; however, drug monitoring under non-
physiologic conditions is also advantageous.

Results from OOC platforms (Figure 1) can be also com-
bined with pharmacokinetic mathematical models.[27] These 

Adv. Healthcare Mater. 2017, 1700506

Figure 1.  Different OOC models with their corresponding organs in the body. A) Cross-section of a brain-on-a-chip platform demonstrating a layer of 
human neuronal and glial cells, which interact through a membrane containing perforations and a monolayer of human BMECs (scale bar, 250 µm).[31] 
Reproduced with permission.[31] Copyright 2016, Royal Society of Chemistry. B) A microengineered lung-on-a-chip that mimics lung microarchitecture 
and induced cyclic mechanical distortion of the alveolar–capillary interface.[32] Reproduced with permission.[33] Copyright 2012, American Association 
for the Advancement of Science. C) A skeletal muscle microtissue and representative immunofluoresence imaging demonstrating skeletal muscle 
alignment (F-actin in red) (scale bars, 100 µm).[34] Reproduced with permission.[34] Copyright 2012, Royal Society of Chemistry. D) Thick AngioChip 
cardiac tissues placed face up and side up beside a slice of an adult rat heart and immunostaining of F-actin (green) of the cross-section of the thick 
multilayer human AngioChip cardiac tissue (scale bar, 1 mm).[35] Reproduced with permission.[35] Copyright 2016, Nature Publishing Group. E) Skin-
on-a-chip device filled with fluid of three different colors comprising of three PDMS layers and two polyethylene terephthalate porous membranes, 
which allow for stacking of multiple cell types present in the skin.[36] Reproduced with permission.[36] Copyright 2016, Nature Publishing Group. F) A 
microfluidic kidney-on-a-chip model that incorporates stacked PDMS layers with microchannels and a PDMS well separated by a porous polyester mate-
rial, which allows physiologically relevant 3D kidney microarchitecture.[37] Reproduced with permission.[37] Copyright 2009, Royal Society of Chemistry. 
G) A liver-on-a-chip mimicking hepatic microarchitecture containing a permeable endothelial barrier between hepatocytes and the liver sinusoid (scale 
bar, 50 µm).[38] Reproduced with permission.[39] Copyright 2007, John Wiley & Sons. H) A gut-on-a-chip device containing a flexible porous ECM-coated 
membrane lined by gut epithelial cells in the middle and vacuum chambers on both sides to mimic intestinal peristalsis.[40] Reproduced with permis-
sion.[40] Copyright 2012, Royal Society of Chemistry. I) A bone-on-a-chip microfluidic model consisting of four parallel channels separated by 100 µm 
gaps via microposts allowing for paracrine communication between ECs and stromal cells (connective tissue) during vessel formation.[41] Reproduced 
with permission.[41] Copyright 2015, Royal Society of Chemistry.
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mathematical models are based on our knowledge of meta-
bolic pathways and can be used to enhance our understanding 
of human metabolism.[28] Human tissue models can also be 
constructed with patient biopsy samples, providing a novel 
path to individualized medicine.[29] In addition, gene-editing 
technologies enable us to precisely introduce disease-causing 
mutations to the cells.[30] As a result, therapeutic strategies 
can be personalized with lower risks and higher impact for 
patients compared to traditional and widely used therapeutic 
solutions.

2. Materials in Organ-On-A-Chip Platforms

In this section, we categorized these materials into two gen-
eral sections: materials used in chips and biomaterials used 
in tissue fabrication. Polydimethylsiloxane (PDMS) has been 
widely used as the chip material. Biomaterials in OOC plat-
forms are often biodegradable and have porous structures 
derived from synthetic materials (e.g., polyglycolide and poly-
lactide), natural materials (e.g., fibrin and collagen), or hybrid 
natural–synthetic materials.[42] They have selective interactions 
with cells and other biological moieties in vivo.[43] There are still 
opportunities and challenges in the fabrication and characteri-
zation of biomaterials, particularly for those used in OOC plat-
forms. In this section, we review properties of materials used 
in chips and biological tissues. Future perspectives in material 
design and fabrication are also discussed.

2.1. Chip Materials and Their Fabrication

OOC devices rely on a material support for tissue attachment 
and organization. Furthermore, they serve as structure of device 
channels and features, providing the basis for device construc-
tion. Unique properties of each material dictate its application 
in a specific device. Many OOC devices that have reached the 
commercial space rely on a process of replica molding, where a 
microfabricated design is developed using soft lithography and 
replicas are generated using PDMS.[44]

PDMS is a synthetic polymeric elastomer based on silicone, 
with silicone–oxygen linkages. Widely available through com-
mercial sources, it is sold as an un-crosslinked gel with a cor-
responding crosslinking solution. Combination of these fluids 
activates the material, allowing it to be poured onto a master 
mold as a liquid to conform to intricate features, and then 
undergoes crosslinking to generate a solid chip device. Fol-
lowing production of a master mold, the solution is poured 
over the features and cured at high temperatures (or room 
temperature for prolonged period), and peeled away from 
the design.[45] The obtained mold can then be capped with a 
glass slide or a second PDMS block through plasma oxidation 
methods or through pressure application to form noncovalent 
bonds.[46] PDMS prototypes in this phase can both serve as on 
chip devices, or support further fabrication by serving as a mold 
for a secondary material type.[35,47] Microchannel cross-sections 
of straight lines and rectangles, are easy to fabricate but they 
have little resemblance to complicated branching structures 
in the body that involve tortuous microchannels with a round 

cross-section.[48] The elasticity of PDMS is tunable, allowing for 
optimization of the material properties as per the specific tissue 
application within the device.

PDMS has quickly become the most prevalent substrate for 
biological microfabricated devices as a result of its low cost, low 
cytotoxicity, and ease of processing.[49] PDMS is transparent, 
allowing for on-chip imaging, and multiple layer deposition.[50] 
With these characteristics, laboratories are able to produce on-
chip devices at a relatively low cost in comparison to previous 
methods that relied on thermoplastics, such as poly(methyl 
methacrylate) and polycarbonate.[51] The latter approach facili-
tates more rapid prototyping of designs and reduces the fabrica-
tion cost.[52] Despite the many favorable properties of PDMS, it 
has significant limitations, specifically regarding the integration 
of biological components of OOC platforms. First of all, and of 
significant importance, is the hydrophobic nature of the mate-
rial, limiting cell attachment without surface modification.[53] 
Surface treatment is often conducted using methods such as 
oxygen plasma treatment, but these are not completely effec-
tive and often yield devices with hydrophobic surfaces limiting 
attachment.[51] Further issues occur when considering the mate-
rial permeability, as PDMS devices have a high ability to adsorb 
small hydrophobic molecules.[54] The latter issue can have a sig-
nificant effect on solution concentration of bioactive molecules. 
The concentration can further be changed through water evapo-
ration attributed to high gas permeability of PDMS devices.[50] 
PDMS also does not degrade, which limits its applicability in 
certain contexts. For these reasons, other biomaterials are often 
incorporated into OOC platforms to enable cell culture.

2.2. Biomaterials in Tissue Engineering

In the context of TE, biomaterials serve as an artificial ECM for 
cells and should function similarly to the native ECM. The bio-
material scaffold should reproduce as closely as possible the in 
vivo microenvironment that exists in the specific native tissue 
and should encourage the assembly of cells into a multicellular 
structure, eventually forming a functional tissue.[55]

The ideal biomaterial for TE technology must possess sev-
eral main characteristics. The material must remain intact 
long enough to allow cells to organize, communicate with one 
another, and recruit new cells. However, it must not stay long 
enough to disrupt the coupling of cells that is required for the 
formation of functional tissue. At some point, the ideal scaf-
fold material will be replaced with the ECM proteins secreted 
by cells. Second, the biomaterial must possess the adequate 
mechanical strength to support the cells. Third, the material 
must have an appropriate porosity. The pore size and scaffold 
interconnectivity are important factors that affect cell trafficking 
and impact the material integrity. In addition to the aforemen-
tioned properties, biomaterials also need to be biocompatible 
and noncytotoxic to the cells.[56]

In the following section, biomaterials for TE in OOC sys-
tems will be discussed (Table 1). Biomaterials for this applica-
tion can fit into two main categories: natural biomaterials and 
synthetic biomaterials. For each section, main examples will be 
introduced and examples of current OOC technology that uti-
lizes these materials will be presented.

Adv. Healthcare Mater. 2017, 1700506
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2.2.1. Natural Biomaterials

Natural biomaterials include any material used for this appli-
cation that is taken from a natural source. These biomaterials 
include the ECM components, such as collagen, elastin, proteo-
glycans, and hyaluronic acid (HA). The degradation of natural 
biomaterials often results in products that are nontoxic because 
they are found in the native ECM.

There are, however, several downsides to using natural bio-
materials. First of all, because they come from natural sources, 
there is often significant batch-to-batch variation. They must be 
sterilized and purified as well, which can introduce challenges. 
Furthermore, it is possible for protein denaturation to occur 
through the steps of processing. Compared to synthetic mate-
rials, less control over chemical and physical properties and 
degradation rates exists.[99]

Adv. Healthcare Mater. 2017, 1700506

Table 1.  Different biomaterials used in OOC platforms.

Natural biomaterials Strengths Weaknesses OOC models

Collagen • Biocompatible

• Low antigenicity/immunogenicity

• Degraded enzymatically

• Contains cell adhesive domains

• Can be formed into specific geometries[57,58]

• Major component of native ECM

• Cells able to remodel and contract gel matrix[59,60]

• �Culture media, proteins, and growth factors can be 

transported across collagen gel[60–62]

• Orientation of collagen fibers can be achieved[63]

• Cells can penetrate, remodel, and contract gel 

matrix[59,60,62]

• �Chemical crosslinking used for increased 

stability[64]

• �Without mechanical support, collagen-based  

cell models remain intact for short time[59,65]

• Cardiac[59,66]

• Hepatic[62,67,68]

• Vascular[62,69]

• Skeletal muscle[61]

• Kidney[70]

• Neuronal networks[63,71]

• Tumor spheroids[72,73]

• Microvessels[60,74]

• Cancer cell migration[58]

Fibrin • Biocompatible

• Noninflammatory

• Biodegradable

• �Gel formation at room temperature through enzymatic 

polymerization of fibrinogen by thrombin

• Bioadhesive properties

• Delivery of proteins and growth factors[75]

• Weak mechanical properties[76] • Skeletal muscle[77]

• �Vascularized  

human tissue[78]

• �Fibrin clot formation in 

lung model[33]

HA • Biocompatible

• Natural ECM component

• Structural component of tissue and joints

• Degradable with hyaluronidase

• Tunable elastic modulus capability[79]

• Weak mechanical properties[32] • Cancer metastasis[79]

• Barrier tissue[80]

Chitosan • Biocompatible

• Biodegradable

• Similar in structure to glycosaminoglycans

• Flexible and porous[81]

• Minimal foreign-body response[82]

• Mechanical weakness[83]

• Instability[83]

• Vascular[84]

Alginate • Biocompatible

• Degradable

• Immediate gelation upon exposure to divalent cations

• �Use as sacrificial material and gel dissolves culture 

medium[85,86]

• Uncontrollable degradation

• Limited protein adsorption[87]

• Lack of cell binding[87,88]

• Cardiac[85]

• Tumor spheroids[73,89]

• Hepatocyte spheroids[90]

• Liver, tumor, marrow[88]

Gelatin • Biocompatible

• Biodegradable

• Similar in composition to collagen

• Contains cell adhesion sites

• Less antigenic than collagen

• Tunable and physiologically relevant elastic modulus[91]

• Chemical crosslinking for stability[92,93] • Cardiac,[91] vascular[94]

• Muscle[95]

Synthetic biomaterials • Tunable mechanical properties

• Tunable degradation properties

• �Less batch-to-batch variability than natural 

biomaterials

• �Chemical modification to incorporate bioactive 

molecules[96]

• Polyesters degraded through hydrolysis

• Moldable

• Lack of cell adhesion ligands prior to modification

• Degradation products could have cytotoxic effects

• Immune response must be evaluated

• Cardiac[97,98]

• Hepatic[98]
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ECM derived natural biomaterials include collagen, fibrin, 
and HA. Other natural sources are plant, animal, or insect-
derived, and examples of biomaterials from these sources 
include chitosan, gelatin, and alginate. In the following section, 
we will discuss each of these natural biomaterials and describe 
some examples of their use in OOC platforms.

Protein-Based Biomaterials—Collagen: Collagen is a widely 
used biomaterial in TE. Collagen types I–IV comprise a 
large component of the natural ECM and it is the main pro-
tein responsible for structure of most connective tissues.[100] 
Despite there being many different types of collagen, collagen 
consistently exists in a triple helix structure of peptide chains. 
Notably, collagen is biocompatible, has low antigenicity/immu-
nogenicity, and can be enzymatically degraded. To enhance 
mechanical properties and stability of collagen, chemical 
crosslinking using a variety of chemicals, such as glutaralde-
hyde has been used.[101]

A favorable property of collagen is that it possesses cell-adhe-
sive domains. This property makes collagen particularly useful 
for incorporation in OOC platforms to provide essential adhe-
sion sites for cells. Countless OOC platforms rely on the incor-
poration of collagen gels within microchannels or microcham-
bers to support cell growth. Examples include OOC models 
for heart tissue,[59,66] liver tissue,[67] vascular tissue,[69] skeletal 
muscle tissue,[61] kidney tissue,[70] neuronal networks,[63] and 
tumor spheroids,[72,73] among others. Furthermore, collagen 
has been used as a structural component of microfluidic and 
microfabricated devices for OOC systems. These include: the 
formation of biomimetic microvessels embedded within col-
lagen hydrogels for the study of microenvironmental regulation 
of angiogenesis,[60] the use of microcontact printed collagen to 
create regions of cell adhesion in a microfabricated hepatocyte 
spheroid culture system,[68] and 3D collagen gels used to guide 
neural network formation by controlling the cultivable gel 
region through photothermal etching method (Figure 2A).[71] 
Specific geometries of collagen have also been demonstrated 
for use in OOC platforms, such as ultrathin collagen layers 
for assembly on top of cells in a microfluidic device[57] and col-
lagen droplets used for fabricating 3D microtissues to study cell 
migration.[58]

Gelatin is a single-stranded protein and is extracted from col-
lagen through partial hydrolysis. It closely resembles collagen 
in composition[105] but its advantages over collagen are its lower 
cost and the fact that it is less antigenic. It is highly biocom-
patible and biodegradable, and it can form gels easily. Gelatin 
has been used in TE for liver tissue[106] and cardiac tissue 
applications.[91]

Gelatin is used in numerous 3D tissue models as a hydrogel 
for cell seeding[107] and in the form of microbeads to act as 
microscaffolds for cell seeding.[108] It is also commonly com-
bined with other natural biomaterials to support cell culture.[109] 
In work by McCain et al., gelatin hydrogels were used as mus-
cular thin film (MTF) substrates for engineered cardiac tissues 
(Figure 2B).[91]

Another form of gelatin that has benefits in OOC technology 
is gelatin methacryloyl (GelMA),[110] which is produced through 
chemical modification of gelatin with methacrylic anhydride. 
GelMA hydrogels are advantageous because they can be poly
merized with UV light and their mechanical properties can be 

tuned through changes in degree of methacrylation. GelMA 
has been used for cell culture or encapsulation in cardiac tissue 
models,[111] vascular tissue models,[94] and muscle tissue.[95]

Protein-Based Biomaterials—Fibrin: Fibrin is a fibrous pro-
tein, composed of fibrinogen monomers, resulting from the 
enzymatic polymerization of fibrinogen by thrombin,[112] the 
process involved in the clotting of blood. Its biomaterial utility 
includes formation of a gel at room temperature that is non-
toxic and noninflammatory. It has been used as a scaffold for 
cell encapsulation,[113] as a delivery matrix for soluble factors 
such as proteins or growth factors,[114] as a bioadhesive glue,[115] 
and in the fabrication of various tissues.[114,116] In terms of OOC 
platforms, fibrin has been used as a component of artificial 
ECM. For example, alginate/gelatin/fibrin were used to achieve 
adipose derived stem cells (SCs) and hepatocyte attachment 
and growth in a 3D channel for analysis of fluid and cell behav-
iors.[109] An alternative use of fibrin in OOC models is to study 
the formation of fibrin clots. Huh et al. introduced fibrinogen 
and prothrombin into a fluid channel of a pulmonary edema 
lung-on-chip model to demonstrate the formation of fibrin clots 
that mimic natural fibrin clots.[117]

Protein-Based Biomaterials—Hyaluronic Acid: HA or hyalu-
ronan is a glycosaminoglycan and hydrogel that makes up the 
ECM and is found in connective tissues as well as epithelial and 
neural tissues. It is also a structural component in tissues and 
joints where it improves biomechanical stability of the synovial 
fluid and vitreous humor.[118] Furthermore, it plays a signifi-
cant role in cell proliferation and migration, inflammation, and 
wound healing.[119] HA can be degraded by hyaluronidase, which 
is produced by cells. High molecular weight of HA (>800 kDa)  
inhibits proinflammatory responses in the body.[120] HA can be 
chemically modified to enhance its hydrophobicity[121] and can 
be processed into fibers, microspheres, and membranes.[122] 
This biomaterial generally possesses weak mechanical prop-
erties,[123] however it can be crosslinked with other polymers, 
including poly(ethylene glycol) (PEG)[121] and polylactic acid 
(PLA)[124] to make these properties more favorable. The use of 
HA in OOC models is limited, but several examples include 
a system that used HA in thiolated form, along with thiolated 
gelatin and PEG diacrylate, as the hydrogel for tissue constructs 
in a metastasis-on-a-chip platform.[79]

Polysaccharide-Based Biomaterials—Chitosan: Chitosan, a 
linear polysaccharide, is a deacetylated derivative of chitin, 
which exists in crustacean shells. It is structurally similar to 
glycosaminoglycans, which makes it an interesting candidate 
for TE applications.[125] Other favorable properties include its 
biodegradability, biocompatibility, flexibility, and porosity.[126] 
Furthermore, chitosan-based systems can be developed to 
be responsive to light, pH, temperature, and ionic concentra-
tion.[127] Limitations include its weak mechanical properties 
and instability.[83] Chitosan is highly crystalline and is easily 
processed into many different forms including gels, nanofibers, 
beads, nano- and microparticles, and sponges.[83]

Chiu et al. demonstrated the use of chitosan in an OOC 
platform forming a vascular network in cardiac tissue. Col-
lagen–chitosan hydrogel with sustained release of angio-
genic and cardioprotective peptide thymosin β4, was used on 
micropatterned substrates to allow capillary outgrowth from an 
explanted vein and artery, as well as to support cardiac tissue 
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Figure 2.  Biomaterials fabricated for various scaffolding applications. A) Cell-laden collagen gel being patterned with photothermal etching, to fabricate 
a platform with desired spatial conformation, cell number, cell type, and orientation during growth.[63] Reproduced with permission.[63] Copyright 2013, 
Royal Society of Chemistry. B) Flexible MTF cantilevers made of micromolded gelatin, for culture of contractile cardiac tissues.[91] Reproduced with 
permission.[91] Copyright 2014, Elsevier. C) Collagen–chitosan with encapsulated T β4 used as a hydrogel for 3D capillary outgrowths from arteries and 
veins. (1) PDMS substrates fabricated with soft lithography technique were used as a platform that was (2) coated with hydrogel, (3) with two addi-
tional microchannels to represent artery and vein, and (4) cultivated for two weeks with hepatocyte growth factor (HGF) or VEGF or for three weeks 
without growth factors, during which time capillary outgrowths could form. Then, (5) CMs were seeded and cultured for an additional 7 days to form 
a vascularized cardiac tissue.[102] Reproduced with permission.[103] Copyright 2012, National Academy of Science. D) Alginate microfibers seeded with 
cells to generate vessel-like structures. Fibers could be woven and stacked to create various scaffolds.[104] Reproduced with permission.[104] Copyright 
2016, American Chemical Society. E) POMAC has tunable elasticity and biodegradability, allowing it to be used for fabrication and molding of scaffold 
structures. Scanning electron microscope (SEM) images show the AngioChip, a tissue culture scaffold with built-in vasculature, which is made of 
POMAC tubes and porous scaffolding that may be built into various configurations. (1) Single layer, scale bar 1 mm and 300 µm for inset. (2) Multilayer, 
scale bar 1 mm and 400 µm for inset.[35] Reproduced with permission.[35] Copyright 2016, Nature Publishing Group.
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culture surrounding the vasculature with improved functional 
properties (Figure 2C).[103]

Polysaccharide-Based Biomaterials—Alginate: Alginate is a 
polysaccharide block copolymer comprised of α-l-guluronic 
acid and β-d-mannuronic acid derived from algae and sea-
weed.[128] It is beneficial for many applications in TE as it has 
low cost, low toxicity, and is easily capable of gelation and 
chemical modification.[129] However, main drawbacks for appli-
cations involving cells include unpredictable degradation and 
lack of cell binding and interactions as a result of limited pro-
tein adsorption.[102] To overcome the cell attachment issue, algi-
nate can be modified with peptides.[130]

One of the benefits of using alginate is immediate gelation 
upon exposure to divalent cations such as calcium (commonly 
in the form of calcium chloride solution), which can allow 
microfibers or specific structures to be formed.[102] Additional 
polymers were added to alginate to improve performance in 
cell culture (Figure 2D).[104] Alginate was used as a compo-
nent of bioink for the bioprinting of a scaffold with human 
umbilical vein endothelial cells (HUVECs). Ionic crosslinking 
of the alginate component during the bioprinting process was 
achieved by exposing microfibers to a CaCl2 solution, and addi-
tional crosslinking of another component was completed after 
printing using UV exposure with a photoinitiator. This micro-
fibrous scaffold material was loaded onto a layer of PDMS, 
seeded with cardiomyocytes (CMs), and maintained in a micro-
fluidic perfusion bioreactor.[85]

A common use of alginate is to form microbeads for cell 
encapsulation. Alessandri et al. demonstrated the production 
of hollow and elastic alginate shells for cell encapsulation of 
multicellular spheroids to mimic microtumors.[89] Chan et al. 
produced hepatocyte spheroids microencapsulated in alginate 
and alginate–collagen hydrogels using a microfluidic approach. 
Hepatocyte functions were improved when the alginate– 
collagen composite hydrogel was used.[90]

The use of alginate in other OOC platforms include 3D 
alginate hydrogels for cell encapsulation in a wide array of 
patterns fabricated using a visible-light induced electrodeposi-
tion approach[131] and the use of sodium alginate as a sacrifi-
cial material to rapidly make patterned vascular networks in a 
variety of ECM mimicking gels.[86] One study that used a micro-
fluidic device as a pharmacokinetic–pharmacodynamic model 
mimicking multiple tissues (i.e., liver, tumor, and marrow) sug-
gested that the metabolic function of cells in their study may be 
slower in alginate compared to Matrigel since alginate prevents 
cell attachment.[88]

2.2.2. Synthetic Biomaterials

Some of the drawbacks of naturally derived biomaterials can be 
addressed using synthetic biomaterials. One major advantage is 
that the chemical and physical properties of synthetics are more 
tunable than those of natural biomaterials. Mechanical proper-
ties and degradation rates of these polymers can be modified to 
suit the specific application. Molecular weight, concentration, 
and level of crosslinking are a few of the parameters that can 
be adjusted to tune these properties. Another favorable aspect 
of synthetic biomaterials is their reproducibility. Processes for 

their fabrication can be controlled such that batch-to-batch vari-
ability is minimal relative to naturally derived biomaterials.

A significant disadvantage of the use of synthetic biomate-
rials is that there are no cell adhesion ligands present on the 
surface. This characteristic can, however, be addressed through 
chemical modification of the surface with adhesion molecules 
such as laminin,[132] fibronectin,[133] and arginylglycylaspartic 
acid peptide sequences.[134] Additionally, bioactive molecules 
with other favorable properties can also be incorporated 
through covalent attachment, adsorption, or electrostatic inter-
actions to provide desirable properties such as prosurvival or 
angiogenic properties.

In TE applications, work has primarily focused on the use 
of polyesters and synthetic hydrogels. Synthetic biomaterials 
have been studied extensively in TE applications, and have 
been reviewed thoroughly elsewhere.[56,135] Synthetic hydrogels 
provide many of the advantageous properties related to natural 
materials, but allow for tuning of mechanical properties as 
per tissue application. For example, polyethylene glycol is an 
inert, FDA approved biomaterial hydrogel that can be chemi-
cally functionalized as per application. Modifications include 
peptide attachment,[136] photo-crosslinkable moieties,[137] and 
combination with other natural materials.[138] Its utility for cells 
is related to its high-water content, which can be tuned along 
with its mechanical properties. It presents an advantageous 
synthetic alternative to natural materials in OOC.[138]

Recently, polyesters have been used as a flexible, mold-
able alternative in OOC devices. They are degraded mainly 
through hydrolysis as a result of nucleophilic attack of the ester 
linkage and degradation rates depend on water penetration.[139] 
Common polyesters include PLA, poly(lactic acid-co-glycolic 
acid) (PLGA), polyglycolic acid, poly(1,8-octanediol citrate), and 
poly(glycerol sebacate).[56] We have recently used polyesters in 
OOC technology including poly(octamethylene maleate (anhy-
dride) citrate) (POMAC),[140] and poly(octamethylene maleate 
(anhydride) 1,2,4-butanetricarboxylate) (124 polymer).[47,97] 
These materials are moldable and elastic, and demonstrated 
utility in developing a biodegradable microvascularized scaf-
folds for OOC constructs (Figure 2E).[35]

2.2.3. Hybrid Biomaterials

Hybrid natural–synthetic biomaterials could have advantages 
of both natural and synthetic biomaterials. For example, these 
biomaterials offer a wide range of chemical and mechanical 
properties and can be synthesized in a controllable and repro-
ducible approach. Degradation rate of these materials is also 
tunable. More importantly, natural component of hybrid nat-
ural–synthetic biomaterials provides cell affinity for hybrid bio-
materials.[141] Some examples of hybrid biomaterials used in 
TE include PEG–fibrinogen,[142] PLA–chitosan–gelatin,[143] and 
chitosan–siloxane.[144]

3. Cell Sources for Tissue Engineering

The most critical consideration for in vitro models is the repro-
duction of a desired in vivo organ by selecting a suitable cell 
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type from an appropriate cell source.[145] While animals were 
the main source of cells for TE, they fail to mimic the human 
functionality and complexity.[146] Moreover, utilizing animal 
cells results in only a limited success in representing human 
disease.[147] The human cells utilized in TE, especially in OOC 
platforms, are primary cells, immortalized cell lines, SCs and 
their differentiated progeny (Table 2). These categories have 
their own strengths and weaknesses, which will be discussed 
in this section.

3.1. Primary Cells

Cells directly extracted from an organ or a tissue without any 
modification are defined as primary cells.[241] They are mature 
cells that are the most phenotypically similar to cells found 
in tissues in vivo.[242] These features have been used in drug 
screening applications. Primary cells have been used from 
different organs in various TE approaches such as skin,[243] 
liver,[244] cardiac,[245] fat,[238] and skeletal muscle.[246] How-
ever, these cells have a few disadvantages that may compel 
researchers to utilize other cell sources. Extraction and growth 
of adult cells from certain organs such as the brain are more 
challenging due to the postmitotic nature of these cells.[247] 
While primary cells have the most similar phenotype to that 
of in their native in vivo environment, their functionality (gene 
and protein expression) is altered after only few days in cul-
ture, as a result of the drastic changes in the cell microenvi-
ronment.[248] Moreover, primary cells are difficult to obtain and 
are challenging to maintain in culture for an extended period 
of time due to their finite lifespan.[202] Alongside with the fact 
that each extraction may reveal different responses from the 
same donor, derived primary cells can behave differently based 
on the sex, age, genetics, and the possible disease states of the 
donor.[249]

3.2. Immortalized Cell Lines

To make cells immortalized, they have to be prevented from 
reaching senescence, i.e., they have to survive and remain 
active indefinitely. Telomeres, known as the biological clock 
of the cell, become shorter after each replication.[250] The most 
common technique for immortalization is blocking or losing 
function of telomeres.[251] Cell lines can be obtained from 
either chemical or viral modification of primary cells.[242] These 
cell lines are safe and capable of achieving replicable results. 
However, since these cell lines have experienced genotypic and 
phenotypic drifting modification, they are not able to exhibit 
similar function as seen in the original tissue or organ.[252] Due 
to the facile handling and growth, immortalized cell lines have 
been widely utilized for OOC platforms.

3.3. Stem Cells

SCs are defined as cells capable of self-renewal and differen-
tiation to various cell types. These cells can be collected from 
inner cell mass of developing blastocyst, fetuses, and adult 

organs.[241] SCs can be classified based on their capability to dif-
ferentiate into different cell types into totipotent, pluripotent, 
and multipotent. According to their origin, they can be divided 
into embryonic stem cells (ESCs), adult SCs, and induced pluri-
potent stem cells (iPSCs), which will be described in more 
detail below.

3.3.1. Pluripotent Stem Cells

ESCs are pluripotent, capable of differentiation to all cell lin-
eages in the body via the three embryonic germ layers; ecto-
derm, endoderm, and mesoderm. They can be maintained in 
cell culture and proliferate for indefinite periods of time. As a 
result, ESCs theoretically are an unlimited source of cells from 
a single donor. They are derived from the inner cell mass of 
developing blastocyst, resulting from the in vitro fertilizations. 
Despite all advantages of ESCs, they have major challenges 
that limit their usage in OOC platforms. For example, the use 
of human ESCs has long raised ethical concerns.[92] Differen-
tiated progeny is required for use in OOC platforms. Despite 
significant advances in directed differentiation of many cell 
types (e.g., CMs[93]), it is still not possible to get all cell types in 
vitro at high yields starting from human ESCs and the resulting 
cells often have low functionally and structurally immature 
phenotype.

It is an antecedent opinion that cell differentiation is unidi-
rectional and irreversible process has completely changed by 
the advent of reprograming of differentiated cells to human 
iPSCs. This major discovery was first reported by Takahashi and 
Yamanaka using retroviral vectors.[253] After one year, Thomson 
group published their method to reprogram human skin fibro-
blasts and generate human iPSCs utilizing lentiviral vectors.[254] 
Human iPSCs revealed their potential for differentiation into 
multiple cell types by applying different biological, mechanical, 
and electrical cues. As such, new cell lines were developed 
that retained human relevance and the capacity to differen-
tiate into any cell that makes up the human body without the 
ethical issues associated with their use. Extracting somatic cells 
(e.g., blood cells,[255] testicular,[256] keratinocytes,[257] and pan-
creatic[258]) from patients and reprograming them to human 
iPSCs enable researchers to fabricate patient specific platforms 
for drug discovery and disease modeling purposes.[259,260] Some 
cell types can be directly reprogrammed into other lineages.[261] 
However, novel concerns such as patient privacy, low repro-
gramming output, viral vector utilization, genomic instability, 
alternation in differentiation potential depending on the donor, 
and oncogenic possibility still act as challenges for human iPSC 
utilization and reprogramming procedures.[262]

Human iPSCs are outstanding candidates for OOC plat-
forms to reach their ultimate goal of personalized medi-
cine (i.e., patient-on-a-chip). This cell source can recapitulate 
various diseases as well as be utilized as a sophisticated pre-
clinical model with various age, sex, and other characteristics. 
Some studies established methods to fabricate OOC plat-
forms applying human iPSCs. For instance, in a recent study, 
Giobbe et al. designed a microfluidic approach to differentiate 
human iPSCs to functional CMs and hepatocytes.[263] Moreover, 
Vunjak-Novakovic et al. reported the fabrication of a multi 
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Table 2.  Different cell sources used in OOC platforms.

Organ model Primary cells Cell lines Stem cells Coculture

Liver Primary rat 

hepatocytes[148–152]

HepG2[153] Human iPSCs to hepatic 

cells and ECs[154]

Primary rat hepatocytes and 3T3-J2 fibroblasts[155,156]

Primary human 

hepato-

cyte[151,157,158]

Primary rat hepatocytes and 3T3 fibroblasts[159]

Primary rat hepatocytes and hepatic stellate cells[160,161]

Immortal hepatocyte cells, immortal hepatic stellate cells, and lung micro-

vascular endothelial cells[162]

Primary rat hepatocytes and primary rat adrenal medullary endothelial 

cells[163]

Primary human hepatocytes, EA.hy926, LX-2, and U937 cell lines[164]

Primary rat hepatocytes, primary rat adrenal medullary endothelial cells and 

bovine aortic endothelial cells[165]

Primary rat hepatocytes and human hepatic stellate cell line[166]

Skin Human keratinocytes, HS27 fibroblasts, and HUVECs[36]

Normal human dermal fibroblasts, normal human epidermal keratinocytes, 

and HUVECs[167]

Immortalized human keratinocytes and human leukemic monocyte lym-

phoma cell line[168] EpiDermFT[169]

Human fibroblasts and keratinocytes[170]

Vascular Primary human 

dermal microvas-

cular endothelial 

cells[171]

Hy926 human endothelial 

cell line[172]

HUVECs, normal human lung fibroblasts, human promyelocytic leukemia 

cells, and human glioblastoma multiforme cells[173]

HUVECs[174–177] HUVECs, human mesenchymal SCs, human ESCs differentiated to hepato-

cyte, primary rat hepatocytes, fibroblasts, and CMs[98]

Human breast carcinoma cell line and telomerase-immortalized human 

microvascular endothelial cell line[178]

Primary human bone marrow-derived mesenchymal SCs, osteo-differenti-

ated primary human bone marrow-derived mesenchymal SCs and primary 

human umbilical vein endothelial cells[179]

Cardiac Primary rat 

cardiac ventricular 

myocytes[59,180–182]

H9c2 cell line[183] Human iPSC derived 

CMs[182]

Human ESC-derived 

CMs[59]

Human iPSC derived 

CMs[184]

Barth syndrome iPSC 

derived CMs[185]

Skeletal Muscle C2C12[61,77,186–188] Mouse neural SCs and C2C12[189]

Lung Human alveolar 

basal epithelial[190]

Human non-small cell 

lung cancer cell line[191]

Human alveolar epithelial cells and human pulmonary microvascular 

ECs[192]

Human alveolar 

epithelial cells[193]

Human pulmonary microvascular endothelial cells and alveolar epithelial 

cells[194]

Primary human 

airway epithelial 

cells[195]

Bone Hematopoietic SCs, progenitors, and differentiated blood cells[196]

Leukemic cells, human bone marrow stromal cells, and human 

osteoblasts[197]

Hematopoietic SCs, progenitors, and myeloid cells[198]
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Organ model Primary cells Cell lines Stem cells Coculture

Brain Primary rat and 

mouse cortical 

and hippocampal 

dissociated 

neurons[199]

Immortalized human 

brain endothelial cell 

line[200,201]

Brain microvascular endothelial cells derived from human iPSC and rat 

primary astrocytes[202]

Primary rat 

forebrain[203]

Caco-2 intestinal epi-

thelial cells and human 

alveolar type II like lung 

epithelial cells[200,201]

Primary rat hip-

pocampal/cortical 

neurons and 

astrocytes[204]

Mouse brain endothelial 

and C8D1A (astrocyte) 

cell lines[205–208]

Primary rat hippo-

campus and ento-

rhinal cortex[209]

Mouse brain endothelial 

cell line[205–207]

Primary rat cortical 

neurons[210]

Rat brain endothelial cell 

line[205–207]

Mice dopaminergic 

neurons [211]

Brain endothelial cell line 

bEnd.3 and the glial cell 

line C6[212]

Primary human 

brain-derived 

microvascular 

endothelial cells, 

primary human 

pericytes and 

astrocytes[213,214]

Normal adult 

human brain 

microvascular ECs 

and human adult 

astrocytes[213,214]

Human brain 

microvascular 

endothelial cells 

and human brain 

pericytes[215]

Eye Human corneal 

epithelial cells and 

human primary 

keratocytes[216]

Gut Human intestinal epithe-

lial cells[217,218]

Spleen Anaerobic bacteria 

isolated from rat 

cecal contents[219]

Kidney Primary human 

proximal tubular 

epithelial cells[220]

Human immortalized 

proximal tubule epithelial 

cells[221]

Normal human 

renal cortex of 

nephrectomies[222]

Cancer/Tumor Non-neoplastic 

human mammary 

epithelial cells[223]

The human monocytic 

cell line[224]

Bone marrow stromal cells and osteotropic prostate cancer cell line[225]

Table 2. Continued.
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OOC platform called HeLiVa, which contains the same source 
of human SCs to form vascular, cardiac, and liver tissues, ren-
dering the idea of a patient-on-a-chip one step closer.[264]

4. Environmental Parameters Affecting Cell 
Behavior and Function

4.1. Structure

3D tissue structure is critical for the complex spatial and tem-
poral control of cellular behavior and function.[265] The ECM is 
a complex network consisting of proteoglycans, proteins, and 
other soluble biomolecules[266] and provides biochemical con-
text and structural support to cells.[266] The dynamic interaction 
between the ECM and cellular components closely regulates 
cell behavior by influencing differentiation, proliferation, and 
migration.[266,267]

Different organs have diverse composition and spatial organ-
ization of ECM to maintain specific tissue morphologies and 
function.[266] For example, the ECM network in the heart is 
composed of fibrillar collagens I and III, fibronectin, proteo-
glycans, and basement membrane proteins.[268] It orients the 
CMs to enable formation of aligned cardiac bundles with elastic 
support.[269] Structural organization of the microenvironment is 
not only tissue-specific, but also highly dynamic and constantly 
undergoes physiological and pathological remodeling.[266] 
For instance, within fibrotic tissue, fibroblasts often synthe-
size extracellular collagen fibers, which subsequently leads to 

altered matrix properties.[270] In cardiac tissues undergoing 
fibrosis, diastolic and systolic dysfunctions are often closely 
linked to collagen deposition and ECM remodeling.[271]

Conventional monolayer models cannot adequately mimic 
cellular microenvironments in the human organs due to over-
simplification of the tissue structure.[265] Efforts to address the 
need for extracellular structure resulted in the development of 
3D cell cultures in which cells are grown with structural sup-
port provided by scaffolds. In the past decade, there have been 
tremendous efforts to develop tailored scaffold biomaterials 
that mimic the ECM and provide cells with sophisticated struc-
tural cues to recapitulate the native microenvironment.[266]

4.2. Mechanical Properties

The extracellular environment is an essential mediator of cell 
function and provides not only biochemical but also mechan-
ical cues to influence cell phenotype and behavior. Among 
various mechanical cues, matrix elasticity has a crucial role 
in the induction of cellular responses and fate including pro-
liferation, differentiation, migration, adhesion, and matura-
tion.[266] Mechanical properties determine the tissue’s capacity 
to resist deformation induced by stress, such as compression, 
elongation, or shear force.[270] In neural tissue, stiffness of cell-
supporting substrates has been shown to modulate crosstalk 
between neural cells and surrounding microenvironment and 
regulates excitatory synaptic transmission.[272] In skeletal mus-
cles, in vitro differentiation of myoblasts is largely modulated 
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Organ model Primary cells Cell lines Stem cells Coculture

Human mammary 

fibroblast cells[226]

Human fibrosarcoma HT108 and breast carcinoma MDA231 cell line[227]

Human dermal 

microvascular 

cells[228,229]

Primary human bone marrow-derived mesenchymal SCs and osteo-differen-

tiated (OD) primary human bone marrow-mesenchymal SCs[230]

Human adult dermal microvascular endothelial cells, MTLn3 breast cancer 

cells, and U87MG glioblastoma cells[231]

Multiorgans Hepatocellular carcinoma-derived cells (HepG2/C3A) and MDCK tubular 

epithelial cells[232,233]

HepG2/C3A cells, human colon carcinoma Caco-2 cells, and mucus pro-

ducing cells[234]

Caco-2 TC7 cell line and HepG2 C3A cell lines[235]

Human HepaRG cell line, human primary hepatic stellate cells, human 

juvenile prepuce[236]

human juvenile prepuce, skin biopsies, and human dermal microvascular 

endothelial cells

human hepatocyte cell line, HepaRG, primary human hepatic stellate cells, 

and freshly generated skin biopsies[237]

A549, C3A, HK-2, and human subcutaneous preadipocyte[238]

Human HepaRG cell line, human primary hepatic stellate cells, human 

proximal tubule cell line, and reconstructed human small intestinal barrier 

models in cell culture inserts (EpiIntestinal)[239]

Rat lung type II epithelial cells, HepG2/C3A and 3T3-L1 cells[240]

Table 2. Continued.
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by signaling pathways of matrix elasticity.[273] Moreover, elas-
ticity of the microenvironment has been shown to regulate SC 
differentiation and contribute to cancer formation.[266] It is gen-
erally thought that mechanical properties reproducing elasticity 
of the native tissue environment are most suitable for cultiva-
tion of specific tissues in vitro.

Hydrogels have widely been used to modify matrix 
mechanics and provide control of cell microenvironment.[274] 
Natural hydrogels have been widely used, but synthetic hydro-
gels contribute to a broader range of mechanical properties, 
and thus are becoming preferable in TE applications.[275] For 
example, stiffness of polyacrylamide hydrogel is tunable by 
changing the concentrations of its acrylamide monomer and 
the crosslinker bis-acrylamide.[276] PEG remains another widely 
used material because its mechanical properties can be system-
atically adjusted by precursor molecular weight and concentra-
tion.[277] Advances in the design of novel materials with varying 
crosslinking levels via light or heat exposure make it easier 
to modulate mechanical properties with user-defined inputs. 
Among a new class of polyester elastomers, elastic properties 
of 124 polymer can be adjusted using monomer ratio, UV light 
exposure, and porosity of the cured elastomer.[278]

4.3. Electromechanical Stimulation

Other than geometrical and mechanical cues, electromechan-
ical signals from the extracellular environment play pivotal 
roles in regulating cellular activities.[279] Electrical and mechan-
ical stimulation has significant influence on cell morphology, 
cytoskeletal fiber orientation, and gene expression, especially in 
electroactive tissues, such as neural, skeletal muscle, and car-
diac tissues.[280] In cardiac TE, electrical stimulation is critical 
for the development of conductive and contractile properties 
of tissue constructs.[281] Application of electrical stimulation in 
neural TE is also important due to its significant role in nervous 
system signaling.[282] Electrical stimulation has improved nerve 
regeneration and neurite extension.[283] Likewise, in muscle TE, 
sarcomere assembly, myofiber maturation, and tissue contrac-
tile activity can be enhanced through the application of elec-
trical stimulation.[284]

Protocols have been proposed to electrically stimulate tissue 
constructs with positive results on OOC platforms.[285–287] For 
example, the Biowire platform developed by our group com-
bines architectural and electrical cues on wire-like structures 
that recapitulate the native cardiac bundles.[285] In skeletal 
muscle TE, a number of studies have demonstrated that biore-
actors including electrical stimulus with selected pulse ampli-
tude, pulse frequency, and work-to-rest ratio can accelerate the 
maturation of sarcomeric structure.[284,288]

Development of materials comprised of biocompatible 
polymers along with embedded conductive components has 
received extensive attention for electrical stimulation of tis-
sues.[289] Commonly used conductive biomaterials in TE include 
carbon nanotubes (CNTs), graphene, metallic nanoparticles 
(NPs), and conductive polymers.[289] The unique combination 
of electronic and mechanical properties makes CNTs suitable 
for biosensors and TE scaffolds.[290] Ahadian et al. reported the 
use of CNTs in making electrically conductive and mechanically 

strong polymeric scaffolds for cardiac tissue regeneration.[291] 
Other nanobiomaterials, such as metallic NPs and graphene 
have also been utilized to prepare conductive polymer com-
posites.[292,293] In recent years, conductive polymers have also 
emerged as a new class of attractive candidates for the construc-
tion of scaffolds for TE.[292] Polypyrrole, polyaniline, and poly-
thiophene are the most widely used conductive polymers with 
electrical stimulation because of their excellent conductivity 
and stability in tissue culture.[292]

Besides electrical stimulation, mechanical stimulation has 
also been reported to have a significant role in tissue devel-
opment, especially in regulating fiber orientation, sarcomere 
organization, and cell junction formation in different tis-
sues.[294] A concerted effort has been made to develop TE plat-
forms with mechanical cues. The most widely used approaches 
for applying mechanical stimulation are step-wise stretch and 
cyclical stretch of 3D engineered tissues.[280] Eschenhagen and 
co-workers were among the first to incorporate mechanical 
stretch into the design of 3D tissue bioreactors.[295] By applying 
uniaxial mechanical stretch, they generated engineered heart 
tissue with structural and functional features of a mature 
myocardium.[296]

In native tissues, multiple stimulations are applied concur-
rently and electromechanical signals are strongly coupled.[279] 
On TE platforms, the simultaneous application of electrical and 
mechanical stimulation has shown better results in replicating 
the native microenvironment of a human tissue.[287] In an effort 
to mimic high fidelity of engineered tissues, some bioreactor 
designs have been made to use mechanical and electrical stim-
ulation in one OOC platform. Liao et al. were among the first 
group to apply intermittent cyclic stretch and electrical stimu-
lation concurrently to tubular skeletal muscle constructs in a 
multimodal bioreactor.[294] The dual stimulated samples showed 
higher expression of myosin heavy chain proteins and excit-
ability compared to unstimulated controls.[294] Overall, OOC 
platforms with electromechanical stimulation hold promise in 
providing the most biomimetic culture environment for TE.

4.4. Dynamic Microenvironment

In whole organs and tissues, adequate function is dependent on 
a diverse array of coordinated environmental factors, including 
mechanical, electrical, biochemical, and spatiotemporal 
cues.[29,147,297] The physiological relevance of engineered tissues 
must thus incorporate dynamic microenvironments; interac-
tive and responsive biomaterials and engineered constructs 
that involve or adapt to changes in environmental stimuli. In 
the following paragraphs, various environmental factors, their 
role in influencing cellular processes and function, and ways of 
mimicking dynamic physiological microenvironments in vitro 
will be discussed.

4.4.1. Mechanical Stimulation

Cells and tissues in the body experience varied degree of 
mechanical forces, ranging from tensile to compressive 
forces.[298,299] However, careful consideration regarding the 
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duration, frequency, and amplitude of mechanical forces are 
important to mimic physiological mechanical forces experi-
enced by different cells and tissues in the body. For instance, 
the response to flow by ECs, including changes in morphogen-
esis and sprout formation, was demonstrated to be dependent 
on the direction of the applied fluid shear stress.[300]

In addition to applied stimuli, cells naturally experience 
varied degrees of mechanical strain due to their interactions 
with the ECM proteins. The ECM components can also be 
modified prior to cell seeding, which can be tailored to repro-
duce cell–ECM dynamics. For example, matrix metallopro-
teinases, enzymes that degrade the ECM, can be covalently 
bound to ECM substrates, allowing for dynamic changes in the 
amount of ECM and mechanical strain experienced by cells by 
modifying the ECM degradation.[301]

Despite the benefits of mechanical strain, the amount of 
mechanical force required to induce physiological levels of 
cellular tension is difficult to discern. Accurately sensing 
mechanical forces experienced by cells is an important step for-
ward for the design and implementation of appropriate physi-
ological levels of mechanical strain. While, an ongoing chal-
lenge, microfluidic platforms have also been designed to pro-
vide detailed mechanical feedback, which can be used to tailor 
mechanical stimulation.[299] It was demonstrated that the addi-
tion of microposts on the bottom of microchannel devices ena-
bled shear stress measurement of ECs.[302] This system allowed 
for label-free force sensing and a platform that could be used in 
most microfluidic devices. Despite this advancement, the use 
of microposts is still limited given inherent surface rigidity and 
limited ability to incorporate ECM substrates. Future devices 
that allow for normal cell interactions and that do not alter the 
mechanical environment experienced by cells are needed for 
widespread applicability.

4.4.2. Electrical Stimulation

Electrical conduction is an essential component of excitable 
tissues, such as neurons and muscles (skeletal, cardiac, and 
smooth muscle) with action potential (AP) generation and 
propagation essential for a range of cellular functions. Similar 
to mechanical forces, the degree and timing of electrical stimuli 
is an important consideration. In the heart, for example, elec-
trical conduction from pacemaker cells in the sinoatrial node 
travels toward the apex of the heart and back up, with the 
rhythm precisely controlled to ensure stable ventricular myo-
cyte contractility. As such, regulating the timing, amplitude, 
and frequency of stimulation is particularly critical for repli-
cating in vivo processes.

Aside from manually adjusting the amount of electrical stim-
ulation or using cyclic approaches, live recording of electrical 
cell activity may allow for more precise regulation of electrical 
stimuli. For instance, nanoelectronic scaffolds were developed 
using microfabrication that allowed for real-time monitoring of 
the local electrical activity within 3D CM constructs.[303] Another 
group demonstrated that using gold electrodes dispersed 
throughout an SU-8 mesh, it was possible to measure the elec-
trical conductivity of ventricular myocytes in real time.[304] As 
a result, the authors were able to tune the degree of electrical 

stimulation to ensure synchronized ventricular myocyte con-
traction. Incorporation of electronic sensors into biodegrad-
able and biocompatible elastomeric polymer-based approaches 
is needed to create more applicable dynamic electrical micro-
environments. For example, other groups have developed 3D 
nanoelectronic arrays utilizing a series of 3D tissue-scaffold-
mimicking structures and showed that these nanoelectronic 
scaffolds were similar in dimension and mechanical properties 
to conventionally used cardiac tissue scaffolds, such as PLGA 
electrospun fibers.[305]

4.4.3. Biochemical Stimulation

In living organs, cells exist in close contact with other cells 
and are surrounded by variations in the ECM proteins.[297,306] 
Microengineering approaches have allowed the creation of 
cell–cell and cell–ECM interfaces that mimic sophisticated 3D 
microarchitectures of living tissues and organs. For example, 
in the liver, hepatocytes (liver epithelial cells) are separated by 
surrounding sinusoids (type of blood vessel containing ECs). 
To recreate this endothelial–epithelial interface, a microfluidic 
device with microfabricated barriers was created that separated 
cultured hepatocytes from fluid flow.[39] Hepatocytes were dem-
onstrated to form cord-like structures and functional bile can-
aliculi as a result of this engineered tissue interface.[39] Other 
studies have used more sophisticated methods to seed cells 
by recreating cell–ECM interfaces. For example, assembly of 
a microfluidic cornea in a layer-by-layer fashion was done by 
growing corneal epithelial cells on a sacrificial collagen mem-
brane, which when degraded enzymatically allowed the seeding 
of corneal stromal cells after the epithelial cells deposited 
their own basement membrane.[307] It allowed for a cellular 
tissue construct that maintained a physiological interface and 
barrier.[307]

In addition to biological interactions, cellular homeostasis 
requires continual ion and nutrient exchange, waste removal, 
and hormonal flux. As an example, a microfluidic perfusion 
culture system was developed to increase the albumin diffu-
sion in the isolated pancreatic islet cells, which resulted in an 
increase in cell density.[308] Multiple groups have developed 
microfluidic systems that incorporate better oxygen diffusion 
gradients and vascularized systems. For example, one group 
combined microfluidics and paper-based 3D cell cultures 
to control oxygen gradients in 3D cultures.[309] To do so, the 
authors utilized a combination of chromatography paper and 
an ECM hydrogel to create a thin and mechanically strong 3D 
fabrication system, such that the grown cells retained access to 
nutrients and oxygen and thus they were not limited by mass 
transport. Other important considerations include the regula-
tion of pH, responses to oxidation–reduction reactions, and 
enzymatic regulation, which are reviewed elsewhere.[310]

4.4.4. Spatiotemporal Cues

The last parameter that is an important consideration for 
creating a physiological dynamic microenvironment is spa-
tiotemporal cue. Cells have been shown to respond on both 
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the nano- and microscale, sensing surface properties and ulti-
mately, resulting in phenotypic changes. Engineering tissues 
requires directing cell growth, orientation, relative positions, 
and interactions to reproduce in vivo tissue-level organization. 
Controlling the geometric shape or architecture of the micro-
engineered construct used to grow cells can be used to guide 
the structural organization of engineered tissue constructs and 
results in better functional and structural properties, such as 
improved cellular alignment and orientation, 3D tissue-level 
organization, and coordinated cellular function, such as con-
tractile properties.[311,312]

A more overlooked parameter is the timeframe in which 
cells are grown in tissue constructs and the suitable timing 
of the introduction and maintenance of environmental factors 
for appropriate tissue maturation.[313,314] For example, forming 
appropriate 3D cartilage tissue was dependent on time in cul-
ture, with a more mature tissue construct developed over 
time as cells produced sufficient matrix and began to coalesce 
together.[314] Cultivation of cells to achieve properties of native 
tissues is largely variable and dependent on the complexity and 
type of tissue. Further, the period of time certain environmental 
stimuli, such as mechanical strain, and factors, including 
growth factors and hormones, introduced into cell cultivation 
and later unintroduced, can have a profound effect on cell 
maturation.

4.5. Soluble Factors

In addition to dynamic microenvironments, the incorporation 
of soluble factors, including growth factors and peptides, into 
TE constructs has been shown to be beneficial for angiogen-
esis, cell survival, migration, proliferation, and differentiation, 
helping to overcome current limitations in the field (summa-
rized in Table 3).[315] For instance, covalent immobilization of 
an Ang-1-derived peptide, QHREDGS, to a collagen–chitosan 
hydrogel backbone, was shown to improve CM survival.[316,317] 
However, the simple addition of soluble factors into cell cul-
ture media is limited due to lack of controlled regulation and 
systematic effects on cell behavior. To overcome this, chemical 
immobilization and physical encapsulation of soluble factors 
into various biomaterials have allowed for sustained controlled 
release of growth factors and peptides and can be dynamically 
regulated (e.g., in response to pH, temperature, enzymatic 
degradation).

5. Microscale Technologies for Organ-On-A-Chip 
Construction

5.1. Photolithography

Photolithography method involves applying UV light through 
a photomask onto a UV-sensitive material. This fabrication 
method results in a desired pattern in the material (Figure 3B). 
However, the pattern resolution is limited by the light diffrac-
tion and is thereby a function of light wavelength.[326] Cells 
can be directly cultured on the patterned materials. The pat-
terned materials can also serve as a master for soft-lithography 

technique[326] (Figure 3B). Hydrogels can also be incorporated 
into photolithographically patterned materials to control spatial 
resolution, promote cell seeding, and incorporate a physiolog-
ical ECM environment.[318]

5.2. Soft Lithography and Micromolding

Soft lithography involves microfabrication methods to gen-
erate soft, flexible, micropatterned structures (Figure 3B).[326] 
Using a master mold from photolithography, PDMS is shaped, 
heated, cured, and removed to generate a microfabricated struc-
ture. Multilayered soft-lithographic approaches have also been 
developed using 3D stamping techniques, in which separate 
structures are assembled onto one another.[326] Soft-lithography 
technique showed that the ECM molecules on a 2D surface 
have a similar role to 3D ECM constructs. Microfabricated and 
planar islands of ECM molecules can limit cell spreading and 
direct certain cell behaviors. Microfabrication using a combi-
nation of photolithography and soft-lithography techniques 
have resulted in various OOC models that mimic physiological 
tissue processes, including alveoli expansion,[328] kidney filtra-
tion,[37] and intestinal absorption.[40]

5.3. Microfluidics

Microfluidics is defined as the science and technology of fluid 
manipulation in small channels with at least one-dimension 
size less than 1 mm.[329] The widespread application of silicon-
based microelectromechanical systems in the 1980s caused 
a rapid growth in the fabrication and development of silicon-
based microfluidic systems.[330] Microfluidic systems have been 
implemented in engineering vascular,[331] bone,[332] liver,[333] car-
tilage,[334] and neural tissues.[335] Major applications of micro-
fluidics in TE field include cell culture and making gradient 
biomaterials.[336] Microfluidic cell culture platforms are better 
able to mimic the dynamic cellular environment compared 
to static cell culture systems.[337] For example, Vladisavljević 
introduced a cell-laden hydrogel inside a microfluidic channel 
to create a lumen (Figure 4A).[338] Bischel et al. constructed 
a microfluidic plate system having 96 chambers. The flow 
between microfluidic chambers was provided using passive 
pressure without using external pumps (Figure 4B).[339] Tri-
etsch et al. showed a coculture of skin tissue with hair follicles 
in a microfluidic Boyden chamber-like system (Figure 4C).[340] 
Wagner et al. demonstrated a perfused system of colorectal 
cancer spheroids and liver. Drug metabolism was studied using 
this system (Figure 4D).[237]

Microfluidic technology is a powerful technique to generate 
gradients of cytokines and biomaterials. Fluid flow in microflu-
idic channels is completely laminar without any turbulence due 
to the small size of channels. This characteristic can be used 
to sustain complex microfluidic gradients for a long time.[342] 
Microfluidic gradients have generally found diverse biomed-
ical applications in studying immune response,[343] wound 
healing,[344] and cancer metastasis.[345] For instance, Han et al. 
fabricated a microfluidic system to study the migration of neu-
trophils induced by a gradient of two chemoattractants. The 
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results showed that the neutrophils had different responses to 
the chemoattractants and the migration speed has a correlation 
with the ECM stiffness.[346]

The integration of microfluidic technology can help to 
develop sophisticated microfluidic devices with many micro-
mechanical compartments and thereby the device can auto-
matically handle multiple tasks in a short time.[347] Integrated 
microfluidic systems play an important role in OOC devices, 
replicating the complexity and interconnectivity of organs in 
the body.[348] The incorporation of pumps, mixers, valves, and 
heaters in integrated microfluidic systems can facilitate the 
fluid manipulation with higher throughput than conventional 
fluidic systems.[349] However, an optimal design for microflu-
idic systems should have sufficient complexity to mimic the 

structure and function of organs and tissues, while having 
enough simplicity for the ease of operation and assessment.[350] 
End users with little background and expertise in engineering 
and system design should be able to operate microfluidic sys-
tems easily.[351]

5.4. Dielectrophoresis

Dielectrophoresis (DEP) force is exerted on dielectric parti-
cles in a nonuniform electric field. The electric field polar-
izes the particle, causing the particle to experience a repulsive 
or attractive force depending on the orientation of the dipole 
relative to the electric field. DEP has been commonly used for 
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Table 3.  Soluble factors in TE. Ang, angiopoietin; BMP, bone morphogenetic protein; EGF, epidermal growth factor; FGF, fibroblast growth factor; 
HGF, hepatocyte growth factor; IGF, insulin-like growth factor; PDGF, platelet-derived growth factor; TGF, transforming growth factor; Tß4, thymosin-
beta 4; VEGF, vascular endothelial growth factor.

Function Factor Cells Tissue Ref.

Proangiogenic Ang-1 ECs Blood vessels, heart, skeletal muscle, intestine [316–321]

Ang-2

VEGF

FGF-2

PDGF-AB

Tß4

Cell survival Tß4 ECs, CMs Blood vessels, heart [317–320]

VEGF

Cell proliferation FGF-2 ECs, epithelial cells, osteoblasts, mesenchymal  

SCs, neural cells

Blood vessels, bone, skin, skeletal  

muscle, liver, nerve

[319,321–324]

HGF

IGF-1

PDGF-AB

TGF-ß

TGF-α

EGF

Cell migration Tß4 ECs, epicardial cells, epithelial cells,  

osteoblasts, mesenchymal SCs

Blood vessels, bone, heart, skin, skeletal  

muscle, cartilage, nerve, liver

[319–321,323,325]

FGF-2

TGF-ß

BMP-2

BMP-7

HGF

PDGF-AB

VEGF

Cell 

differentiation

BMP-2 Osteoblasts, mesenchymal SCs, epithelial cells, ESCs Bone, cartilage, skin, nerve [319,323–325]

BMP-7

HGF

EGF

FGF-2

TGF-ß
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manipulating biological entities, such as particle separation in 
microfluidic devices, cell electroporation, patterning, and iso-
lation of live versus dead cells.[351] As DEP force is frequency-
dependent, cells can be accurately manipulated via a specific 
frequency and thus form a desirable micropattern. In addition 
to frequency control, DEP can be customized by designing 

various microelectrode geometries, which can make complex 
cellular patterns. For example, in a liver-on-a-chip platform, 
microelectrodes were designed in a concentric fashion to 
make radial electric fields for patterning liver cells into hexag-
onal arrangement, similar to what is found in liver sinusoids 
(Figure 5).[352] However, DEP is limited as force is temporarily 
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Figure 3.  Principles of electrospinning and photolithography techniques. A) Electrospinning may be used to create various fibrous structures.  
(1) Core–shell structure with two different materials. (2) General setup for electrospinning consists of polymer solution ejected from a syringe that gets 
collected on a rotating drum, under an electric field. (3) Fibers may be randomly oriented or aligned, and (4) of various dimensions from nanoscale to 
microscale.[327] Reproduced with permission.[327] Copyright 2013, IOP Publishing Ltd. B) Photolithography. (1) Microscale patterns may be fabricated by 
selectively curing photoresist through a photomask and UV irradiation. The resulting microfabricated structures may be used in various applications. 
For example, it can serve as a mold for other more flexible and biocompatible materials to create (2) stamps or (3) microfluidic channels and devices 
(scale bar, 500 mm).[147] Reproduced with permission.[147] Copyright 2011, Elsevier.
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applied and as such cells can freely arrange after the stimulus 
is removed and is limited by small voltage in order to ensure 
biocompatibility.[353] As such, for long-term patterning, DEP 
should be combined with other immobilization techniques to 
ensure stable long-term culturing.[354]

5.5. Cell Sheet Technology

Cell sheet technology involves the layering of monolayers of 
cells that can be attached directly without the need for sutures, 
scaffolds, or mediators.[311] Cell sheeting allows for the crea-
tion of thick 3D tissues with different cell types that more 
appropriately mimic physiological tissues and organs.[356] 
For example, CMs can be layered along with ECs to promote 
vascularization to enhance cell survival in culture and upon 
implantation.[357] New cell sheet-stacking techniques have 
also combined microfabrication technology to promote vas-
cularization by creating micropores between tissue layers. 

This technique was demonstrated to create a vascular net-
work similar to microvessels in a multilayered tissue of neo-
natal human dermal fibroblasts with patterned endothelial cell 
sheets.[358] Along with horizontal layering of monolayers, it is 
also possible to use cell sheet technology to layer monolayers 
of cells in different planes. For example, using a tubular sup-
port, it was possible to create blood-vessel like structures using 
human smooth muscle cells and fibroblast cell sheets.[356] As 
a result, cell sheet technology is advantageous as cells can be 
grown on supporting membranes in a layer-by-layer fashion 
and cells can remain in close proximity to each other and to 
the ECM proteins.[311,359] This technology is also beneficial for 
growing dense tissues in a less time consuming and techni-
cally challenging manner and without the need for incorpo-
rating scaffolds, which present issues of biodegradability and 
biocompatibility.[311,359] However, cell sheet technology may 
not be able to control the temporal and spatial resolution of 
cell layering and is restricted in the construction of thick tis-
sues and the formation of necrotic cores.[311,359]
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Figure 4.  Microfluidic systems in TE. A) Cells encapsulated within a hydrogel may be delivered throughout a microfluidic device, using viscosity and 
pressure differences to control flow. B) Different conditions may be patterned in chambers of a 96 microfluidic culture plate. C) Hanging droplet 
system may be combined with flow and gradients in column and row format. D) Microfluidic channels connect multiple tissue chambers, allowing for 
continuous perfusion and paracrine signaling, that may be multiplexed and controlled with microfluidic valves.[341] Reproduced with permission.[341] 
Copyright 2015, Elsevier.
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5.6. Bioprinting

Bioprinting technology still remains in its infancy, however, 
advancing technology offers great promise for the spatial 
placement of cells and biomolecules and may be useful for 
fabricating 3D, macroscale designs.[360,361] Bioprinting con-
sists of three main approaches: (1) laser-based writing,[362] 
(2) inkjet-based printing,[363] and (3) extrusion-based 

deposition.[364] In laser-based writing, which consists of a 
laser beam, a substrate, and a focusing system, cells are con-
fined in a laser beam and deposited in a steady stream on 
nonabsorbing surfaces, including biological gels. As such, 
cells can be printed continuously and accurately without 
causing significant cell death. Laser-based writing can pat-
tern cells with high resolution up to the micrometer scale 
and is advantageous over other bioprinting techniques as it 
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Figure 5.  Applications of DEP in TE. A) (1) CNTs are aligned within GelMA hydrogel when DEP force is applied, showing (2) alignment (scale bar, 40 
µm) and (3) increasing length of CNT bundles over time. CNT orientation may be fixed by curing the hydrogel.[188] Reproduced with permission.[188] 
Copyright 2013, John Wiley & Sons. B) Schematics describing concept and use of the microfluidic chip for patterning liver cells. Chip consists of 
concentric-stellate-tip array electrodes on a glass substrate with a PDMS cover. (1) Illustration of a single hepatic lobule. (2) Top view of the microfluidic 
chip. (3) View of one unit of the concentric-stellate-tip array electrodes. (4) Seeded liver cells are randomly distributed before applying DEP voltage, 
and (5) become snared and aligned when the DEP field is activated.[355] Reproduced with permission.[355] Copyright 2006, Royal Society of Chemistry.
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can be used with many materials and does not directly bring 
the live cells into contact with the substrate, improving cell 
survival.[362] This technique has been used to produce vas-
cular networks with micrometer precision on biological gels 
in vitro.[12,360] However, the major drawback of laser-based 
writing is the slow printing speeds, making this process 
highly unsuitable for larger tissues or organ printing.[362] In 
inkjet printing, which consists of a reservoir tank, an orifice, 
and a print head, a pressure is created in the tank, which 
pushes the ink in the orifice and out to the printer head.[363] 
As a result, cell droplets are deposited on a surface, which 
provides the advantage of limiting contact of cells and mate-
rials on a surface. Other advantages of inkjet printing include 
controllable resolution, high printing speed, and relatively 
low material costs. However, inkjet printing is limited by 
low spatial resolution and cell perturbation as droplets are 
created through either thermal or mechanical means, which 
may affect cellular parameters. To form the actual tissue, 
crosslinking with potentially cytotoxic factors must be used, 
limiting the application to relatively low cell density and com-
plexity. Finally, in extrusion printing, cells and materials are 
printed in a line-by-line fashion, representing an efficient and 
low cost method for cell seeding or encapsulation.[364] Extru-
sion printing allows for creation of large constructs; however, 
it has limited spatial resolution and requires a high viscosity 
for the biomaterial suspension. The incorporation of shear-
thinning materials and temperature-dependent properties 
are emerging as potential solutions to improve resolution 
and the incorporation of a wide range of biomaterials used, 
though it is still a work in progress.

5.7. Electrospinning

Electrospinning utilizes electrostatic forces to make poly-
meric fibers.[362] The technique involves utilizing a high 
voltage source to induce charge into a polymer solution, 
which is injected through a capillary and then collected on 
a substrate with the opposite polarity (Figure 3A).[327,362] 
Processing parameters in an electrospinning apparatus 
can be adjusted to form fibers on micro- and nanometer 
scales. Electrospinning is useful for controlling fiber orien-
tation and porosity/pore size, important for cell alignment 
and infiltration/migration.[365] Various processing and solu-
tion parameters can be adjusted for each specific applica-
tion, providing an optimal combination of biomimetic and 
mechanical properties for tissue specific applications.[365] In 
addition, the high scaffold surface area produced by electro-
spinning is ideal for modification, such as the incorporation 
of bioactive molecules. However, one of the major disadvan-
tages of electrospinning is the formation of small pore sizes, 
which limits the construction of 3D scaffolds in which cells 
can migrate or infiltrate into the scaffold, which is particu-
larly relevant for ECs and creating vascularized tissues.[365] 
The number of polymers used in electrospinning is limited 
as well, in addition to the ability to control the structure and 
performance of nanofibers.[365] Finally, it remains a challenge 
to fabricate nanofibers with diameters less than 10 nm via 
electrospinning.[365]

6. Sensory Systems in Organ-On-A-Chip Platforms

With advances in the development of OOC platforms, it 
becomes important to develop an integrated sensor to monitor 
performance of tissues as well as extracellular environment in 
real time. There has been an effort to integrate sensors into 
OOC devices to monitor cell culture environment.[366] Most 
of the integrated sensors in OOC platforms are comprised of 
three components: (1) a detector element where analytes bind, 
(2) a transducing component that converts binding events to 
output signals, and (3) a signal processing device, which ampli-
fies and converts output signals into appropriate reading.[38] 
Seamless integration of these components remains limited 
due to challenges in sample preparation, biocompatibility, and 
system integration. Additionally, tissues on OOC platforms 
are maintained in cell culture for several days or weeks, and 
many sensing components may suffer from biofouling and 
inconsistent functional reading. In this section, we give a fun-
damental introduction to existing OOC-based sensors. Among 
many available methods, optical and electrical methods are 
more popular due to their sensitivity, scalability, and miniaturi-
zation capabilities.

6.1. Optical Sensors

There has been an effort in the integration of optical sensors 
with OOC systems as they can be easily miniaturized, are 
highly sensitive, and exhibit near negligible consumption of 
analytes. In addition, optical sensors are less vulnerable to elec-
trical or electrochemical interference caused by bioactive spe-
cies in cell culture media. Optical detection methods cover a 
broad spectrum of sensing techniques, but most OOC optical 
sensors can be divided into three categories: absorbance,[367–369] 
fluorescence-intensity,[370–372] and surface plasmon based sen-
sors[373,374] as described below.

Among the optical sensors, the simplest optical sensing tech-
nique is absorbance, in which the analyte concentration is cor-
related to light absorbance of a specific wavelength before and 
after the light passes through a sample.[367] At present, there are 
only a few examples of absorbance-based sensors in OOC plat-
forms, which detect pH,[375] glucose,[368] Nicotinamide adenine 
dinucleotide,[368] and 6-hydroxydopamine.[369] A major limita-
tion of this technique is decrease in sensitivity caused by the 
reduction of the optical length through the sample as described 
by the Beer–Lambert law. Additionally, background fluores-
cence often limits accurate absorbance measurement, as some 
components of culture media or scaffolds are a significant 
source of autofluorescence.[376] Therefore, most OOC optical 
sensors utilize optical fluorescence-intensity based schemes to 
measure analyte concentration.

Whereas some analytes are optically active, other analytes 
often use fluorescent or luminescent labels as a transducing 
element. Intensity-based measurement is particularly attractive 
for microfluidic cell culture as it has inherent compatibility with 
standard fluorescent microscopy and measurement methods 
are relatively straightforward. Intensity-based sensors typically 
require a suitable excitation source such as lamp-based excita-
tion systems or lasers, filters to remove any extraneous lights, 
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and a photodetector to image emitted light from the sensor area. 
For analysis of small molecules, the fluorescent probe needs to 
be encapsulated in a host matrix such as polymer, silica, or sol–
gel to prevent the interaction of probes with cells or proteins in 
the culture media, as well as to provide a constant barrier from 
other potential interferences. In the case of macromolecule 
detection, analysis is usually conducted through the formation 
of an antibody/antigen sandwich structure. However, because 
fluorescent intensity based sensor is generally used as a “yes” or 
“no” characterization rather than quantitative analysis, reverse 
luminescent quenching scheme is often used to address this 
concern. Currently, most luminescent-based sensors that have 
been integrated into OOC systems aim to monitor dissolved 
gases,[377,378] glucose,[379] and pH,[371,377] while sensing of other 
biomolecules is under development (e.g., cardiac markers).[380] 
For more detailed working principles and fabrications strat-
egies, Grist et al.,[372] McDonagh et al.,[381] and Pfeiffer and 
Nagl[382] have published excellent reviews of integrating fluores-
cent/luminescent chemical sensors on microfluidic platforms. 
Other reviews have also covered selection strategies for fluores-
cent probes and host materials for oxygen,[372,383,384] pH,[385] and 
temperature.[386] However, intensity-based sensing has several 
disadvantages that can impact its reliability; susceptibility to 
photobleaching, intensity variation caused by inhomogeneous 
sensor layer thickness or illumination, dependence on detec-
tion optics, background fluorescence, and potential optical 
crosstalk for multisensory systems.

A tremendous effort has been invested to improve on the dis-
advantages of intensity-based sensing. Current trends suggest a 
movement from an “off-chip approach” to “on-chip approach,” 
in which a wide range of optoelectronic technologies, such as 
waveguides, photodiodes, light emitting diodes, and fiber optics 
are directly coupled with microfluidic devices to minimize the 
number of optical components in OOC and increase its sen-
sitivity.[387] Additionally, these miniaturized optical compo-
nents can be easily integrated in microfluidic devices, making 
them as promising tools for chemical and biological sensing in 
OOC platforms.[388] Alternatively, analyte concentration can be 
monitored by fluorescent lifetime, in which the average time 
a luminophore remains in the excited state post excitation is 
measured.[389] Lifetime-based sensors are far superior and more 
robust when compared to intensity-based optical measurement 
as they yield improved contrast and suppression of background 
signals.[390] Attention is also paid to ratiometric Förster reso-
nance energy transfer-based sensors.[391] This method uses the 
intensity ratio of an analyte sensitive fluorescent probe and 
reference probe to measure the analyte concentration. This 
method has utility in most of laboratory settings, and ratio-
metric measurement is independent of detection optics.[392]

Sensor technologies have also investigated the incorporation 
of NPs containing fluorescent indicator into host matrix.[383,393] 
The host matrix can be tuned using NPs, which are only perme-
able to target molecules and biocompatible matrix to minimize 
leaching of the probes. Utilizing NPs, dual or multisensory sys-
tems can be developed as they can act as a barrier to prevent 
crossing of two fluorescence signals. Therefore, OOC platforms 
with multisensory capability can be realized. Most examples 
of dual sensor platforms contain one oxygen sensor combined 
with a probe for another analyte, such as carbon dioxide,[394] 

pH,[395] and temperature.[396] Recently, chemiluminescents 
have generated much attention for analyte detection, as light 
is generated when they react with the analyte of interest. They 
eliminate the need for an external light source and emission 
filters, thus minimizing the background interference. Chemi-
luminescence-based sensing devices have successfully detected 
various analytes, such as tumor markers and other biological 
targets.[397] However, the drawback of this detection is the lim-
ited number of available chemiluminescent reagents.

Another light property that has been explored is surface 
plasmon resonance (SPR).[398] SPR is a surface sensitive 
approach that uses the excitation light coupled with a thin 
metallic surface, which is functionalized with probe molecules 
such as antibodies and aptamers. When photon energy matches 
that of the surface plasmon, the incident light energy is trans-
ferred into the surface plasmon. The SPR energy depends on 
the refractive index of the medium around the metal film, 
allowing the determination of analyte concentration from the 
shift in wavelength or resonance angle with binding of probe 
molecules and analyte molecules.[399] Recently developed min-
iaturized SPR platform for biosensing has applications in pro-
tein detection,[400] cancer marker detection,[373] and cell–matrix 
adhesion dynamics.[374]

6.2. Electrochemical Sensors

Electrochemical sensors have attracted wide attention in quan-
tification of biological samples as the electrochemical meas-
urements are based on the direct conversion of a biological 
event to an electrical signal. Electrochemical sensors are often 
comprised of three electrodes: a counter electrode, a reference 
electrode, and a working electrode. The reference electrode, 
commonly made of Ag/AgCl, maintains accurate potential to 
serve as a measurement reference for other electrodes. The 
working electrode is the transduction element in the biological 
reaction, where the redox reaction of interest occurs. In con-
junction with a working electrode, the counter electrode is used 
to apply current to the working electrode through an electrolytic 
solution. The performance and sensitivity of electrodes in OOC 
can be affected by variety of parameters including electrode 
position,[401] electrode size,[402] biofouling,[403] and flow rate.[401] 
Therefore, the care needs to be taken in the placement of elec-
trodes and materials.

Real-time monitoring of analyte concentration using an elec-
trochemical method can be categorized based on the nature of 
its interaction with the target molecules. The most common 
strategy to measure analyte concentration is an affinity mecha-
nism, in which binding between biorecognition element and 
analyte is measured. A biorecognition element can be immobi-
lized on the electrode surfaces by covalent attachment, physical 
adsorption, or encapsulation in redox-active polymer layers or 
in sol–gel. Other reviews have discussed working principles 
and immobilization strategies for biorecognition elements 
including immunosensors,[380,404] nucleic biosensors,[405] and 
aptamer based biosensors.[406] Electrochemical biosensors also 
include catalytic biosensors, which are generally enzymatic 
based and form enzyme-linked immunosorbent assay-like 
sandwich setup where the secondary antibody is labeled with 
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redox initiating molecule. Binding of an analyte to the enzyme 
causes electron transfer across the double layer, which cata-
lyzes a measurable reading. The analyte concentration can be 
obtained based on the number of electrons produced in the 
redox process by measuring the current.

The operating principle of electrochemical-based biosensors 
can be divided into three categories: amperometric, potentio-
metric, and conductometric measurements.[407] Amperometric 
sensors measure the current produced at the working electrode 
because of a redox reaction on the electrode surface, while a 
constant potential is applied between working electrode and 
counter electrode.[408,409] If a current is examined while electric 
potential changes with time, it is referred to as voltammetry. 
Potentiometric devices can be used to determine the analyte 
concentration based on the accumulation of a charge between 
working and the reference electrode when no voltage is present 
in an electrochemical cell.[405,409] These are most commonly 
integrated as ion sensitive field effect transistor devices to 
measure pH in solution.[410] In a recent example, a gate elec-
trode was replaced with biochemically sensitive surface, and 
catalytic reactions affect accumulated charge carriers at the gate 
surface in proportion to the analyte concentration. In conducto-
metric biosensors, binding of analyte molecule on a biorecogni-
tion element causes a change in impedance at the sensor sur-
face, and the concentration of analyte can be determined based 
on the change in resistance or capacitance.

There has been an extensive effort to integrate electrochem-
ical sensors in the OOC space, but only a handful utilize inte-
grated electrochemical sensors to monitor dynamic changes in 
drug screening platforms, and even fewer have been presented 
that utilize parallel sensor arrays. Krommenhoek et al. devel-
oped a microchip to measure pH, temperature, and dissolved 
oxygen in yeast culture,[411] which could be easily translated into 
tissue models. Many methods have been also used to detect 
cell secretion molecules, including interleukin-6 (IL-6),[412] 
interferon-γ, tumor necrosis factor-α (TNF-α),[413] and trans-
forming growth factor-β.[414] Numerous innovative strategies 
using nanotechnology[415] and magnetic beads[416] have opened 
new avenue for highly sensitive analyte detection. For example, 
Riahi et al. developed an automated microfluidic-based immu-
nosensor to monitor biomarker secretions (transferrin and 
albumin) from primary hepatocyte spheroids.[417] Nanow-
ires can be coupled with field effect transistors by linking a 
biorecognition element to their surface, generating a change 
in conductance with analyte binding. Utilizing this method, 
nanowire device arrays can be fabricated for multisensory, real-
time sensing of biological species.[418]

Furthermore, electrochemical-based sensor technique inte-
gration into OOC platforms has been extended to transepithe-
lial electrical resistance (TEER) sensors. TEER is a nondestruc-
tive, real-time, and label-free method to measure the integrity 
of tissue junction dynamics of endothelial and epithelial cells 
by monitoring Ohmic resistance or measuring impedance at a 
wide range of frequencies.[419] Impedance measurements can 
be used as a noninvasive method to quantify cell migration and 
proliferation, hallmarks of malignant tumor progression.[420]

Finally, there has been a significant research into meas-
urement of cell electrophysiology in OOC platforms using 
neurons, CMs, muscle fibers, and pancreatic beta cells. 

Traditionally, the gold standard for studying ion channel activi-
ties is to use a patch clamping technique. However, conven-
tional patch clamping technique using glass micropipettes is 
labor intensive, and the cellular components may lose their key 
biological activities due to the dilution of intracellular fluid with 
solution inside the recording electrode.[421] Most recently, Tian 
et al. and Feiner et al. demonstrated the concept of noninvasive 
coupling of nanoelectronics with tissue constructs to monitor 
extracellular electrical potential within their CMs to known 
drugs.[303,422]

7. Current Organ-On-A-Chip Platforms

7.1. Liver

The functional unit of the liver is the hepatic lobule. It is com-
prised of sinusoids and blood vessels lined with ECs. Hepato-
cytes and parenchymal liver cells form plate-like structures that 
surround these features. The microarchitecture of the liver is 
crucial to liver function.[423] Hepatocytes interact with mesen-
chymal cells, stellate cells, Küpffer cells, macrophages, and 
lymphocytes.[424] The liver can be considered one of the most 
critical organs on which to test new pharmaceuticals because it 
is involved in many metabolic and detoxification processes, and 
toxicity of the liver is often the cause of drug rejection.

A main feature of the liver is the perfusion of fluid. When 
compared to conventional cell culture, liver function can be 
enhanced in a microfluidic chip.[425] For instance, the creation 
of a perfusable liver biochip led to greater expression of key 
enzymes responsible for metabolism in liver cells when com-
pared to growing these cells in plate cultures. An early design 
for liver-on-chip, developed by Powers et al., involved a silicon 
sheet scaffold with an array of channels and a microporous 
filter between them.[148] Upper and lower chambers, through 
which culture medium flowed, surrounded the scaffold. The 
fluid flow through the tissue in an individual channel was 
designed to mimic a single capillary bed. Spheroids of hepato-
cytes and nonparenchymal cells were used in the device.

Another system consisted of a PDMS microbioreactor with 
a perfusion circuit and a PDMS or polyester membrane that 
acted as a scaffold for cells.[149] The cellular aggregates dem-
onstrated liver specific functions of albumin secretion and 
ammonium removal. One of the first commercially available 
liver-on-chip systems was the LiverChip.[150] This system used 
a pneumatic diaphragm micropump to regulate flow rates and 
shear forces, below a culture plate with wells. Each well, filled 
with cell culture medium, also contained a polystyrene or poly-
carbonate scaffold coated with collagen and placed on a PVDF 
filter and filter support. Hepatocytes or cocultures of hepato-
cytes and nonparenchymal cells were seeded on the scaffold 
and liver-specific functions were demonstrated.

There are other aspects of the liver besides parenchymal 
hepatocytes that have been mimicked, including the sinu-
soidal space and EC barrier.[151] Primary rat and human hepat-
ocytes were used in the system and hepatotoxicity was tested 
using a liver toxicant. Another microfluidic chip system used 
DEP to assemble cells into structures resembling liver sinu-
soids.[157] Cell culture chambers were designed with integrated 
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electrodes, and perfusion of culture media and test compounds 
occurred through the chambers.

Replication of the lobular structure of the liver has also been 
attempted. Ho et al. developed a system to mimic the hepatic 
lobule.[153] In other work, an extended bile canalicular structure 
was formed through the use of a PDMS device comprised of 
microfluidic channels (Figure 6A).[158] The formation of gap 
junctions was demonstrated, which promoted cell–cell interac-
tions. Other approaches to create liver tissue aggregates include 
the use of nanofiber scaffolds to direct cell adhesion and 
migration.[152]

Coculture with cells other than hepatocytes is useful in the 
development of specific liver tissue. Coculture with fibroblasts 
is a widely used approach as well to enhance hepatocyte activity 
that results from cell–cell interactions. Kane et al. demonstrated 
rat hepatocytes in a coculture with 3T3-J2 fibroblasts under 
medium and oxygen perfusion in a microfluidic array.[155] In 
the work by Khetani and Bhatia, hepatocytes and 3T3 fibroblasts 

were seeded on micropatterned collagen in 24-well plates.[159] 
Another approach used a novel culture method and micropat-
terning technique to construct layered hepatocytes on fibroblast 
feeder layers.[156] Liver-specific functions of the hepatocytes, 
including intracellular albumin staining and albumin secretion, 
urea synthesis, and glycogen storage were enhanced as a result 
of increased heterotypic contact in the coculture system. Other 
platforms have reported improved hepatic function compared 
to hepatocytes alone, using coculture models of hepatoctyes 
with ECs,[154] with hepatic stellate cells (HSCs),[160] and both 
HSCs and ECs.[162] To investigate the paracrine effects of HSCs 
on hepatocytes, Lee et al. cultured hepatocytes and HSCs in a 
chip wherein the cell–cell contact was restricted.[161] They found 
the HSCs helped maintain hepatocyte spheroids and improved 
liver-specific functions.

Recently, several models have been developed that can be 
maintained over long term. Kang et al. developed a primary 
liver cell culture system with a coculture of hepatocytes and 
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Figure 6.  Liver-on-a-chip models. A) Perfusion-based microfluidic device for culture and study of hepatocytes, with two side microchannels separated 
by micropillars.[158] Reproduced with permission.[158] Copyright 2010, Royal Society of Chemistry. B) Liver-on-a-chip device with pneumatic operation 
uses two device layers to break up the communication between hepatocytes and stellate cells. (Step 1) Valves may be closed to allow for precoating 
and cell seeding. (Step 2) Unique culture media may be infused into hepatocyte chamber. (Step 3) Middle barrier may be raised to allow for commu-
nication between hepatocytes and stellate cells. (Step 4) Middle barrier may be closed again during monitoring.[166] Reproduced with permission.[166] 
Copyright 2015, Royal Society of Chemistry.
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ECs in both single and dual microchannel configurations, both 
with and without continuous perfusion.[163] The system was 
able to support the cell culture for at least 30 days. Another liver 
sinusoid model was developed using two microfluidic cham-
bers separated by a porous membrane that could be maintained 
for 28 days.[164] Liver-on-chip systems that remain accurate over 
the long term could provide beneficial information on tissue 
responses to various molecules and conditions over time scales 
that are clinically relevant.

Furthermore, some disease or injury states have also been 
tested. Kang et al. used their system to analyze viral replica-
tion for hepatotropic hepatitis B virus.[165] Zhou et al. devel-
oped a system to model alcohol injury.[166] Their liver injury-
on-a-chip system was made up of two chambers for seeding 
of hepatocytes and stellate cells, and three more chambers for 
miniature aptamer-modified electrodes to monitor liver cell 
signaling (Figure 6B). This system enabled the monitoring 
of paracrine crosstalk of a signaling molecule, transforming 
growth factor beta (TGF-β), which was secreted as a result of 
alcohol injury.

7.2. Skin

Skin is composed of epidermis (mainly formed with keratino-
cytes), dermis (mostly composed of fibroblasts, macrophages, 
and adipocytes), and hypodermis layers from outermost toward 
innermost, respectively.[426] Skin-equivalent models have 
existed for more than three decades.[427] Lack of vascularization 
and incapability for long-term culture remained a large barrier 
for drug testing and disease modeling.[428] Overcoming this 
problem, microfluidic-based platforms have been developed 
that incorporate previously engineered skin models to better 
simulate skin function in vitro.[429]

Identifying a suitable cell source that resembles the natural 
skin is a critical decision for developing a skin-on-chip plat-
form. In addition, this source should be widely accessible, 
reproducible, and cost effective. Skin equivalent models are 
mainly composed of epidermis and dermis layers.[430] While 
some researchers utilized commercially available biopsies,[431] 
others cocultured human immortalized keratinocytes as an 
epidermis representative and another cell type for human 
immortalized dermis layer such as fibroblasts[167] or dendritic 
cells.[169] For instance, a skin-on-a-chip model that simulated 
inflammation and edema was developed.[36] Human keratino-
cytes (HaCaT), HS27 fibroblasts, and HUVECs were seeded on 
the upper, middle, and bottom layers, respectively (Figure 7A). 
Each layer was separated from one another with a polyester 
membrane. While immortalized human cell lines, human pri-
mary cells, and biopsies for skin-on-a-chip models have shown 
efficacy, iPSCs have emerged as a promising alternative cell 
source. For instance, functional keratinocytes derived from 
iPSCs showed similar gene and protein expressions to primary 
keratinocytes.[432]

In addition to using skin cells, other studies have utilized 
models incorporating vascularization and flow. Skin-on-a-chip 
platforms include continuous,[169] pulsatile,[168] and gravity 
flows.[36,170] Handling and operating gravity driven flow is sim-
pler than pump driven flow; however, the flow rate is changing 

continually due to alterations in hydrostatic pressure over time. 
To circumvent this drawback, Abaci et al. reported a pumpless 
skin-on-a-chip setup (Figure 7B), where they placed the device 
on rocking platform.[170]

Epidermis layer is among the few tissues that have an air–
liquid interface (ALI), in contrast with a liquid–liquid interface 
(LLI). A majority of studies applied LLI for in vitro research, 
while there are some studies that modeled ALI.[167] Ramadan 
and Ting developed a microfluidic human skin platform to 
model the epidermis and dermis layers. They applied both ALI 
and LLI conditions in their platform (Figure 7C).[169]

Disease modeling is one of the main targets of OOC plat-
forms. There are numerous skin diseases including cancer, 
psoriasis, acne inflammation, and edema.[429] For instance, 
Wufuer et al. developed a microfluidic skin model for simu
lating inflammation and edema. They showed a dose-
dependent increase in proinflammatory factors (IL-1β, IL-6, 
and IL-8) and mRNA expression levels with TNF-α. They tested 
Dex as a widely known drug for inflammation as a proof of 
concept and found that increasing Dex dose from 100 × 10−9 m 
to 10 × 10−6 m showed noticeable decrease in proinflammatory 
factors, revealing alleviation of inflammation (Figure 7D).[36] In 
another study, researchers utilized skin-on-a-chip platform to 
indicate toxic effects of doxorubicin on keratinocyte differentia-
tion and proliferation.[170]

7.3. Vascular

The function of the vasculature is to transport blood and nutri-
ents throughout the body. The human vasculature is made up 
of arterioles, arteries, venules, veins, and capillaries. ECs and 
vascular smooth muscle cells comprise the human vasculature, 
with ECs lining the vessel lumen. Developing tissue systems 
that mimic specific vascular networks is challenging because 
flow exerts transmural pressure, pulsatile wall shear stress, and 
cyclic mechanical stretching to cells.[433]

The use of microfluidic systems to mimic vascular structures 
is an intuitive approach because fluid flow at the scale of micro-
vasculature can be replicated. Studying the transport and effects 
of drug molecules on vasculature is of particular importance 
because in order to reach the target tissue, they must travel 
through vascular networks and pass through the endothelial 
barrier. Furthermore, when developing multi-organ-on-chip 
models, incorporating the connecting vasculature becomes 
critical.

The effect of particles, such as drug carriers on the vas-
cular system has been investigated in basic microfluidic sys-
tems. A microfluidic PDMS system was used to study the 
localization of microspheres and NPs in the blood using a 
monolayer of HUVECs.[174] The particles were composed of 
polystyrene and conjugated with ligands. It was found that 
microspheres of 2 µm better localized and adhered to the 
vessel wall compared to nanospheres. Kim et al. demon-
strated the effect of NP dose on platelet adhesion and aggre-
gation.[172] Using synthetic microvascular networks in micro-
channels, it was also demonstrated that rod-shaped polysty-
rene NPs have higher specific accumulation compared to 
spherical ones.[434]
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Models that mimic shear stress in the vasculature have also 
been developed. Korin et al. used a PDMS microfluidic system 
to study shear-activated nanotherapeutics coated with tissue 
plasminogen activator to break down aggregates in areas of 
high shear stress and dissolve blood clots.[435] The incorpora-
tion of a peristaltic micropump allowed pulsatile shear stress 
to be modeled in a microchannel system with branching down 
to 40 µm diameter vessels.[171] Another microfluidic system was 
able to mimic physiologically relevant flow with uniform or 

gradient shear stress and assess the accumulation and binding 
of targeted NPs to a monolayer of HUVECs.[175]

Models that mimic the geometry or structure of vasculature 
have also been developed. A bifurcating synthetic vascular net-
work was designed and adhesion profile of particles function-
alized with various coatings was studied. The particle adhe-
sion was significantly affected by geometric features as well 
as the particle surface chemistry.[176] Morgan et al. designed a 
system resulting in fully enclosed, perfusable, endothelialized 
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Figure 7.  Skin-on-a-chip models. A) (1) Schematic of three layers for skin-on-chip platform made by soft lithography technique. (2) Histological skin 
showing skin cellular organization stained by hematoxylin and eosin.[36] Reproduced with permission.[36] Copyright 2016, Nature Publishing Group. 
B) (1) Schematic of pumpless skin-on-chip platform for drug testing application. (2) Schematic side view from skin housing showing a media perfu-
sion.[170] Reproduced with permission.[170] Copyright 2015, Royal Society of Chemistry. C) Comparing ALI and LLI viability over 17 days.[169] Reproduced 
with permission.[169] Copyright 2016, Royal Society of Chemistry. D) Levels of IL-1β1b, IL-6, and IL-8 released from HUVECs inside culture medium.[36] 
Reproduced with permission.[36] Copyright 2016, Nature Publishing Group.
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microvessels of various geometries in a type I collagen hydrogel 
(Figure 8A).[177]

Multilayer, interconnected 3D vascular networks were 
formed in hydrogels by using a crosslinked sodium alginate 
as a sacrificial material.[86] The size and morphology of the 

channels could be controlled. Furthermore, HUVECs adhered 
and proliferated to form an endothelial layer lining on the 
channels; barrier function and response to shear stress were 
demonstrated (Figure 8B). Kim et al. developed a microfluidic-
based platform that modeled natural cellular programs, such as 
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Figure 8.  Vasculature-on-a-chip models. A) (1) Schematic of the microfluidic network coated to confluence with endothelial cells within the col-
lagen constructs, pericyte interactions, and concept of angiogenic sprouting from the network. (2) Endothelial cells show viability and confluence.  
(3) Cell sprouting occurs with the use of biochemical gradients. (4) Effects of hemodynamic forces may also be studied using the microfluidic network 
system.[177] Reproduced with permission.[177] Copyright 2013, Nature Publishing Group. B) 3D microfluidic networks in gelatin are created with layering 
techniques. (1) Three layer configuration. (2) Two-layer interconnected configuration, (3) microscope, and (4) SEM images showing junctions between 
two layers (scale bar, 100 µm).[86] Reproduced with permission.[86] Copyright 2014, Royal Society of Chemistry. C) (1) AngioChip scaffolds patterned 
on glass slides, compared to the size of a ballpoint pen tip. (2) AngioChips are cultured in a custom bioreactor with separate media compartments to 
allow for seeding of both vascular cells and parenchymal cells.[35] Reproduced with permission.[35] Copyright 2016, Nature Publishing Group.
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vasculogenesis and angiogenesis.[173] Cocultures of HUVECs 
with pericytes, stromal fibroblasts, or cancer cells and a fibrin 
matrix with type I collagen were used. The ability to grow per-
fusable microvascular networks with similar architecture, bar-
rier function, and biochemical markers to that of in vivo vascu-
lature was demonstrated. Zhang et al. developed a novel system 
called AngioChip, which is a perfusable 3D microchannel net-
work scaffold that mimics vascularized tissues.[98] This scaffold 
was coated with ECs and contained nanopores and microholes 
as well as an open-vessel lumen (Figure 8C). This system was 
used to distribute drugs through the vasculature and imme-
diate blood perfusion was established following direct surgical 
anastomosis to femoral vessels in rats.

Vasculature-on-a-chip systems are useful in modeling and 
studying disease, as well as testing therapeutics. Microfluidic 
devices have been used to mimic occlusion and thrombosis in 
microvasculature.[435,436] Additionally, tumor angiogenesis has 
been modeled. One study investigated how wall shear stress 
impacts paracrine signaling associated with angiogenesis in a 
tumor vascular model[178] and other work used a microfluidic 
system to create a perfusable vascularized bone-mimicking 
microenvironment to study breast cancer cell extravasation.[179]

7.4. Cardiac

Cardiac muscle tissue is composed of organized CMs that form 
the myocardium. CMs contain bundles of myofibrils that are 
made up of proteins in repeating units called sarcomeres –  
the functional contractile unit of myocytes. Pacemaker cells 
produce the electrical signals to stimulate CMs and their con-
tractile function occurs via mechanical, chemical, and electrical 
stimuli.[437] Cardiac tissue is also comprised of fibroblasts. Fur-
thermore, microvessels exist throughout the heart tissue and 
these are comprised of ECs and vascular smooth muscle cells.

There is a high demand for new drugs to prevent or treat 
cardiovascular diseases (CVDs), which are the leading cause of 
death globally,[438] but drug development for CVDs is hindered 
by the lack of adequate models. Additionally, many drugs for 
treatment of other organs have adverse side effects on cardiac 
tissue,[439] and these drugs should be tested on cardiac tissue 
models.

Topographical and electrical cues can be used to achieve 
alignment and maturation of CMs in engineered cardiac tis-
sues. Au et al. used polystyrene chips with microgrooves to 
align neonatal rat CMs.[440] With the application of electrical 
stimulation, maturation and elongation of CMs increased and 
gap junctions formed. A chip design using MTF technology 
was developed to model cardiac tissue.[180] For arrangement 
of CMs into an anisotropically organized layer, microcontact 
printing of fibronectin on PDMS films was performed. AP 
propagation and contractility of the MTFs were measured. This 
system could be used to evaluate effect of different drugs on 
contractile function of cardiac tissues. A similar system using 
MTF technology incorporated temperature control, electrical 
field stimulation through the use of electrodes, and a trans-
parent top, which allowed analysis of contraction by optical 
measurement of cantilever deflection.[181] The system included 
a channel with fluidic control to allow washout after each drug 

dosage. Conductive NPs have also been integrated into bioma-
terials for cardiac TE,[97,441] and these materials may be ben-
eficial for incorporation into heart-on-chip platforms. Further-
more, cutting-edge technologies, such as 3D printing have been 
developed to make multiple engineered cardiac tissues on a 
chip for drug testing applications in a high-throughput manner. 
For instance, Lind et al. designed a cardiac tissue platform for 
drug testing that was entirely 3D printed using various func-
tional inks (Figure 9A).[182]

Several systems incorporate aspects of perfusion or vascu-
lature into cardiac tissue. For example, Xiao et al. designed a 
microfabricated bioreactor to create perfusable 3D microtis-
sues called Biowire (Figure 9B).[59] Biowires were created using 
a polytetrafluoroethylene (PTFE) tubing template, seeded with 
neonatal rat CMs and human ESC derived CMs that elongated 
and aligned along the tubing. This system was able to test 
pharmacological agents by perfusion through the lumen of 
the PTFE tubing. Mathur et al. developed a microphysiological 
system with aligned human iPSC-derived cardiac cells that 
included perfusion to mimic the human vasculature.[184] They 
tested the effects of two pharmacological chemicals and two 
clinically used drugs on beating rates of tissues, which were 
found to be in agreement with clinical observations.

Another highly important use of heart-on-a-chip models 
is disease modeling. McCain et al. used an MTF platform to 
test mechanical overload of cardiac tissue, which is caused by 
hypertension and can lead to hypertrophy and fibrosis in the 
body.[442] Mechanical cyclic stress was applied to the MTFs and 
changes in gene expression, myocyte architecture, and func-
tional responses were tested. Results from this work indicated 
that this model effectively mimics the failing myocardium 
and its microenvironment. Another cardiac disease model 
was developed to mimic hypoxia-induced myocardial injury 
(Figure 9C).[183] It was comprised of a microfluidic device to 
mimic the interface between blood vessels and cardiac tissue. 
Hypoxia was created using a specific oxygen consumption 
blocking agent carbonyl cyanide p-trifluoromethoxyphenylhy-
drazone into channels. The hypoxic conditions resulted in mor-
phological changes including cell shrinkage, cytoskeleton disin-
tegration, loss of mitochondrial membrane potential, and signs 
of apoptosis. Finally, Wang et al. developed a model of Barth 
syndrome (BTHS) that used iPSCs from patients with the dis-
ease and differentiated them into patient specific iPSC-derived 
CMs.[185] These cells were seeded on an MTF platform and the 
pathophysiology of BTHS, including reduced contractile perfor-
mance, was observed.

7.5. Skeletal Muscle

Skeletal muscle belongs to the group of striated muscle tissues, 
which are composed of long, thin, multinucleated structures 
called myotubes bundled together to form fibers. The myo-
tube is comprised of several components including the plasma 
membrane, the cytoplasm filled by myofibrils, and multiple 
nuclei. Myofibrils are made up of myosin and actin proteins, 
which make up repeating units called sarcomeres. These are 
highly aligned, and sarcomeres in different myofibrils are also 
aligned with each other, achieving the striated appearance of 
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Figure 9.  Cardiac-on-a-chip models. A) Multimaterial 3D-printed cardiac microphysiological device with functional readout of cardiac contractility. 
(1) Cardiac tissue contraction causes cantilever deflection that may be read as a resistance change proportional to the contractile stress of the tissue. 
(2) Schematic of the fully printed device, showing confocal microscopy image of immunostained cardiac tissue on the cantilever. (3) Automated 
printing of the device shown through seven steps.[182] Reproduced with permission.[182] Copyright 2016, Nature Publishing Group. B) CMs seeded in 
a custom bioreactor remodel the surrounding gel as they compact around the suture to form cardiac Biowires.[59] Reproduced with permission.[59] 
Copyright 2014, Royal Society of Chemistry. C) Microfluidic device for cardiac cell culture. (1) Device with four ports: 1 - central inlet, 2 - central 
outlet, 3 - side inlet, 4 - side outlet. (2) Microfluidic device uses micropillar arrays to create an interface between blood vessel and myocardial tissue. 
(3) Schematic shows how the microfluidic device may be used to study various microenvironmental states.[183] Reproduced with permission.[183] 
Copyright 2013, American Chemical Society.
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skeletal muscle. The overlapping of myosin and actin filaments 
occurs during muscle contraction.[443] Myoblasts are the cells 
that differentiate into myotubes. C2C12, a mouse myoblast cell 
line, is commonly used to form contractile myotubes in skel-
etal-muscle-on-a-chip platforms.

One of the main features of the native skeletal muscle tis-
sues is the alignment of muscle fibers. Specific topographical 
features act as a cue to control skeletal muscle cellular dif-
ferentiation and alignment.[444] Alignment of skeletal myo-
blasts and myotubes has been achieved using microfibers,[445] 
nanofibers,[446] nanowhiskers,[447] microgrooves,[448] and micro-
cantilevers.[449] Moreover, PDMS substrates were micropat-
terned with wavy features, to produce aligned myoblasts and 
myotubes.[450] Hume et al. demonstrated that although large 
topographical features do not facilitate skeletal muscle cell 
alignment well in two dimensions, they are able to do so in 
3D,[451] highlighting the potential differences of topographical 
cues when moving from 2D to 3D models.

Surface patterning of cell repellant or adhesive molecules 
has been used to direct myoblast alignment. For instance, Nag-
amine et al. used this technique to obtain line-patterned myo-
tubes in fibrin gel[452] and Huang et al. did so by transferring 
aligned myotubes into a type I collagen gel.[453] Another tech-
nique to achieve alignment of skeletal muscle cells involves the 
use of mechanical stimulation, and myotubes can be aligned 
parallel to the direction of continuous uniaxial strain.[454] 
Finally, electrical force[95,455] and magnetic fields[456] have also 
been used to achieve aligned myotubes.

Another important feature to mimic the native skeletal 
muscle is muscle contractility. It can be accomplished using 
electrical stimulation. Nagamine et al. stimulated myotubes 

using microelectrode arrays and controlled the contractile 
behavior of myotubes (Figure 10A).[77] Kaji et al. also controlled 
myotube contractility using electrodes placed above and below 
the cells on a PDMS layer.[186] Additionally, Shimizu et al. devel-
oped a microfluidic device to construct 3D skeletal muscle 
tissue in microchannels that is able to contract in response to 
applied electrical simulation (Figure 10B).[61] Another approach 
to electrically stimulate muscle cells is to use electrically con-
ductive materials, including CNTs[187] and graphene oxide.[457] 
Ramón-Azcón et al. demonstrated the use of DEP to produce 
aligned CNTs in GelMA hydrogels. CNT alignment resulted in 
higher conductivity of hydrogels. Myoblasts cultured on this 
material exhibited more differentiation and contraction com-
pared to those cultured on pure GelMA hydrogels and GelMA 
hydrogels with randomly dispersed CNTs.[188]

Contractility in skeletal muscle is accomplished by the con-
traction of aligned muscle fibers in response to neurotrans-
mitters binding to acetylcholine receptions at neuromuscular 
junctions (NMJs). These NMJs, are therefore an important 
feature of the skeletal muscle and there have been attempts 
to promote NMJ formation in skeletal muscle tissue con-
structs. Morimoto et al. constructed aligned muscle fiber bun-
dles using a PDMS stamp to form striped patterns of Matrigel 
containing muscle cells.[189] They added mouse neural SCs to 
the muscle fibers and differentiated them into motor neurons 
to achieve a neuron–muscle construct that could contract in 
response to neurotransmitter release. Skeletal muscle-on-a-
chip platforms have also been used to model disease. Mus-
cular dystrophy was modeled using contractile muscle tissue 
from dystrophic myoblasts in a 96-microwell plate and used 
for drug testing.[458]
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Figure 10.  Skeletal muscle-on-a-chip models. A) Illustration of the myotube/fibrin gel sheet. (1) Myotubes are transferred from a glass substrate to 
fibrin gel. (2) The myotube/fibrin gel gets attached to the poly(3,4-ethylenedioxythiophene) microelectrode array chip. (3) Image of the fibrin gel with 
myotube pattern shown.[77] Reproduced with permission.[77] Copyright 2011, Royal Society of Chemistry. B) (1) Schematic of the microfluidic device 
for skeletal muscle microtissue culture. Microchannel for cells (MC-C), microchannel for medium (MC-M), connecting microchannels (Con-MCs).  
(2) Brightfield images show skeletal muscle microtissues in microchannel after 1 and 6 days of cultivation.[61] Reproduced with permission.[61] Copyright 
2015, Elsevier.
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7.6. Lung

The lung is composed of two zones: the conducting zone where 
the air enters and passes through pharynx, larynx, trachea, pri-
mary bronchi, bronchioles, and terminal bronchioles; and the 
respiratory zone (gas exchange zone), which includes alveolar 
ducts, bronchioles, and alveolar sacs. The alveoli provide a large 
surface area for gas exchange, which is the main function of the 
lung. The most basic unit of the lung is a layer of epithelial and 
ECs through which gas exchange between air and blood occurs. 
The epithelial layer faces the air and the endothelial layer faces 
the blood and the geometry of this layer is not particularly com-
plex. Development of accurate in vitro lung tissue constructs is 
critical to study the effects of drugs, toxins, and pathogens that 
may enter through airways. Not only is it important for drug 
administration, but also for the study of infectious diseases or 
occupational pathology.

A main feature of the lung is its unique mechanical forces. A 
periodic mechanical force is exerted with each respiratory cycle, 
and this dynamic mechanical force makes the lung a chal-
lenging system to recreate in vitro. One of the most influential 
lung-on-a-chip models was introduced in Huh et al.[192] This 
work used a flexible PDMS membrane to act as an interface 
between human alveolar epithelial cells and human pulmonary 
microvascular ECs (Figure 11). This structure mimicked the 
alveolar–capillary interface. The lining of the alveolar air space 
was also mimicked with compartmentalized channels through 

which air and liquid could flow separately, creating an ALI. In 
this model, cyclic stretch was incorporated to mimic the effects 
of breathing on the alveolar epithelium and endothelium. 
Through this model, cellular immune response to pulmonary 
infection as well as response to NPs was tested. It was found 
that cyclic stretch affected experimental data, which reiterate 
the importance of having a physiologically relevant model for 
testing disease conditions and drugs.

A microfabricated alveolar model was developed by Douville 
et al. that recreated the solid mechanical stresses and surface-
tension stresses, both independently and in combination.[190] 
Alveolar epithelial cell damage was studied under conditions 
similar to mechanical ventilation and cells that experienced a 
combination of fluid and solid mechanical stresses exhibited 
more cell death and detachment.

Lung-on-a-chip devices have been used to model specific 
lung pathologies. A platform was used to model pulmonary 
edema, which is characterized by an excessive accumulation 
of intravascular fluid in the alveolar air space and interstitial 
tissues and can result from treatment using IL-2.[194] Vascular 
leakage occurred and it resulted from intracellular gaps in the 
epithelium and endothelium. Furthermore, this work dem-
onstrated that breathing motions increase vascular leakage 
leading to edema and unlike previous reports, the onset and 
progression of edema did not require circulating immune 
cells. The latter work also went on to identify potential new 
therapeutics for treatment of this disease. Tavana et al. used a 
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Figure 11.  A lung-on-a-chip model. Breathing lung-on-a-chip microdevice. (1) A thin, porous, flexible PDMS membrane sandwiched between two 
microchannels and coated with the ECM serves as an alveolar–capillary barrier. Cyclic application of vacuum to the side chambers causes stretching 
of the PDMS membrane, imitating physiological breathing. (2) When the diaphragm contracts in the living lung, reduced intrapleural pressure leads 
to stretching of the alveolar–capillary interface.[192] Reproduced with permission.[192] Copyright 2010, American Association for the Advancement of 
Science.
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microfluidic model to mimic lung airways and studied the cel-
lular response to liquid plugs, which arise as a result of dys-
function or deficiency of pulmonary surfactant.[193] The prop-
agation of occluding liquid plugs through the airway tubes 
occurred during airway reopening. They found that surfactant-
free liquid plugs create gradients of shear stress and pressure 
that decrease cell viability and damage epithelium. This model 
was also used to study the effects of applying a clinically used 
surfactant. Other work used a microfluidic chip platform to 
mimic the microenvironment of lung cancer with cancer cell 
lines and primary cancer cells and tested different chemothera-
peutic drugs.[191]

Another recent study mimicked asthma in a “small airway-
on-a-chip” model.[195] The model consisted of an upper air 
channel and a lower fluid flow channel, between which a muco-
ciliary bronchiolar epithelium layer was positioned. Asthma 
was modeled by exposing the epithelium to IL-13, and chronic 
obstructive pulmonary disease (COPD) was modeled by lining 
the airway with COPD epithelial cells and stimulating with viral 
mimic polyinosinic–polycytidylic acid or lipopolysaccharide 
endotoxin. With the models of human asthmatic and COPD 
airways, therapeutics were tested and the chip model recapitu-
lated in vivo responses to a similar therapy.

7.7. Bone and Bone Marrow

Bone marrow refers to the soft, spongy, and flexible tissue 
found inside flat bones or within cancellous bones in long 
bones. This tissue is responsible for continuously producing 
blood cells in our bodies via hematopoietic SCs.[459] Hematopoi-
etic SCs in bone marrow exist in a specific cell niche so that 
hematopoietic SCs maintain their phenotype and function.[260] 
The bone marrow niche has been shown to be critical for self-
renewal and differentiation of hematopoietic SCs into blood 
cell lineage.[460]

It is difficult to recapitulate the complex hematopoietic 
microenvironment in vitro.[461] To tackle this problem, Tori-
sawa et al.[196] developed a bone-on-a-chip by combining in 
vivo and in vitro conditions. A PDMS device, which had a 
cylindrical cavity in the middle, was microfabricated and then, 
type I collagen gel consisting of bone morphogenetic proteins 
(BMP2 and BMP4) and bone-inducing demineralized bone 
powder was used to fill the hollow part throughout the device. 
Finally, the device opening that faced the hypodermis was 
closed with solid PDMS in order to reduce adipocyte transfer 
to the marrow from adipocyte-rich area. After eight weeks, a 
cylindrical bone tissue was obtained. Another device possessed 
a distribution of hematopoietic SCs, progenitors, and differen-
tiated blood cells (covering all cell lineages) closely resembling 
the natural bone marrow. The engineered bone marrow was 
placed inside a PDMS microfluidic device having a chamber 
with the same dimension as the marrow. The underlying 
and overlying microfluidic channels were separated from the 
chamber by a porous membrane. Cell viability and delivery 
of nutrients were maintained by microfluidic perfusion. This 
bone marrow-on-a-chip also resembled radiation toxicity only 
witnessed in vivo and as such, may be a promising alternative 
for preclinical investigation. Other research groups have also 

used scaffolds in vivo, but they have not utilized their models 
for in vitro studies.[196]

Bone-marrow-on-a-chip has also been utilized to study treat-
ment efficiency of drugs on acute lymphoblastic leukemia 
(ALL). ALL is a type of cancer initiated by overproduction of 
lymphoblasts within the bone marrow. Inspired by the fact 
that previous 2D models failed to replicate the actual bone 
marrow,[462] Bruce et al. developed a 3D microfluidic model to 
study the effectiveness of an antimetabolite chemotherapeutic 
drug, Ara-C.[197] Triculture of leukemic cells, human bone 
marrow stromal cells, and human osteoblasts were cultured in 
the 3D microfluidic platform to comprehend the cell interac-
tions and compare the effect of Ara-C on the 2D and 3D sys-
tems. The microfluidic platform was operated for 48 h under 
continuous 1 × 10−6 m stream of Ara-C in culture medium. It 
was noted that in comparison to a 2D model, 3D microfluidic 
platform exhibited less chemotherapeutic drug sensitivity by 
leukemic cells. In fact, the microenvironment supported the 
tumor cell survival. This study was a breakthrough toward 
understanding and devising more promising drugs with 
regards to the developed microenvironment, which is more 
consistent with in vivo studies.

In a recent study, Torisawa et al. developed a platform to 
investigate bone marrow response to radiation countermeasure 
drugs and showed persistent blood cell manufacturing in 
vitro.[198] The curing effects of two therapeutic proteins, bacte-
ricidal-/permeability-increasing protein (BPI) and granulocyte-
colony stimulating factor (G-CSF), both of which have been 
known to recover the hematopoiesis in bone marrow after radia-
tion, were investigated. In comparison to no therapy, the addi-
tion of G-CSF to the microfluidic device considerably enhanced 
hematopoietic SCs, progenitors, and myeloid cells. BPI addition 
to the microfluidic chip also considerably increased hematopoi-
etic SCs and myeloid cells within 6 days period (nearly twice the 
amount of cells in comparison to no therapy). Accordingly, both 
drugs were successful in recovering blood cell production once 
the bone marrow-on-a-chip was injured in vitro by radiation.[198]

7.8. Brain

The brain is one of the most sophisticated parts of nervous 
system. The central nervous system (CNS) is highly compart-
mentalized and layered, comprising of a wide variety of cells 
with dendrite outgrowths and plastic connectivity via axons.[463] 
Research on the brain development from the earliest stages 
of embryo to final years of life is still limited. The use of 
animal-based CNS disease models have been associated with 
various limitations, such as low throughput, high cost, time 
consuming, labor-intensive procedures, and experimental varia-
tions.[463] To address these limitations, scientists have developed 
systematic platforms capable of imitating the in vivo neuronal 
environment. Microfluidics has helped to better simulate the 
in vivo conditions (chemical, electrical, and physical) of the 
brain.[464] There are extensive reviews on brain-on-a-chip sys-
tems and implementation of different stimuli.[465,466] We briefly 
present the latest developments of in vitro brain models.

The neuronal axons are important for the pathogenesis of 
CNS injuries and neurodegenerative diseases. Therefore, some 
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studies have focused solely on axons.[199,203,467] For instance, 
Taylor et al. used a microfluidic system for high-resolution 
axonal transport that allowed the isolation and monitoring of 
axonal mitochondria and axonal growth.[199] The axon growth 
and isolation from somata or dendritic cells have several chal-
lenges including leakage,[468] short cell seeding period (usually 

less than 5 days),[469] time consuming isolation, and intensive 
axonal growth measurement.[470] To overcome this problem, 
Park et al. developed a circular microchip in which the soma 
compartment was located in the center and divided from the 
axonal compartment with sealed microgrooves (Figure 12A).[203] 
These microgrooves provided a straight pathway for axons to 
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Figure 12.  Brain-on-a-chip models. A) Schematic of microchip used for studying CNS axon growth. (1) Showing PDMS based top and bottom layers 
and (2) axon isolation using microgrooves.[203] Reproduced with permission.[203] Copyright 2014, Elsevier. B) Schematic for brain- and AD-on-a-chip 
using interstitial flow.[210] Reproduced with permission.[210] Copyright 2015, Royal Society of Chemistry. C) Top view of fluorescence confocal from brain 
engineered microvessels (scale bar, 200 µm).[215] Reproduced with permission.[215] Copyright 2016, PLOS ONE. D) Coculture of brain microvascular 
ECs and astrocytes, which showed noticeably higher TEER value compared to monoculturing of each cell type.[202] Reproduced with permission.[202] 
Copyright 2017, John Wiley & Sons.
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grow from isolated neuronal somata/dendrites. To address the 
issue of invasive sampling to determine axonal growth, they fab-
ricated an image processing method that was able to quantify 
the axonal growth. Furthermore, by separating axons and soma 
compartments, they investigated the effect of different biomol-
ecules on each compartment and showed that chondroitin sul-
fate proteoglycan caused the axon retraction and growth when 
added to axon and somata sections, respectively.[203]

In addition to isolated neuronal studies, researchers have 
investigated the coculture of multiple CNS cells. For instance, 
the coculture of different CNS cells in a microfluidic platform 
provided the connection of different chambers and controllable 
perfusion of media.[204,471] In another study, Bianco et al. pro-
vided an approach for studying cell–cell communication using 
primary brain cells.[204] They plated different cells in separate 
chambers of a microfluidic system. Specific contribution of 
each cell type was measured by studying vitality, cellular mor-
phology, calcium dynamics, and electrophysiological param-
eters. Microfluidic systems have enabled spatiotemporal control 
over specific brain slice regions and their communication, as 
well as enhanced oxygen penetration into the slice regions.[472] 
For example, Berdichevsky et al. fabricated a platform where 
brain slices were cultured and connected to each other by 
extending axons through microchannels.[209]

Aside from healthy CNS models, researchers have also uti-
lized microfluidic devices to model various CNS diseases, 
including Alzheimer’s disease (AD) and Parkisons’s disease 
(PD). AD is the most common type of dementia that causes 
problems with thinking, memory, and behavior. Understanding 
the pathogenesis of AD is critical for the development of novel 
and effective pharmaceutical agents.[210,473] To create a more 
sophisticated model of AD, Park et al. designed a 3D brain-
on-chip that mimics the in vivo brain microenvironment to 
investigate AD pathology (Figure 12B).[210] The constant fluid 
flow simulated the fluid in the interstitial space of brain. Fur-
thermore, this system was also able to replicate toxic effects of 
amyloid-β, as the main contributor in AD. PD, the second most 
common neurodegenerative disorder, is a chronic and progres-
sive movement disorder, caused by intense loss of nigrostriatal 
dopaminergic fibers.[474] To mimic the PD pathogenesis, Lu et 
al. created a microdevice platform for growth of sensitive neu-
rons, such as those from the midbrain.[211] Using this approach, 
the authors were able to study the mechanism of axonal degen-
eration. Using these microfluidic systems, it may be possible 
to not only develop new treatments for human brain diseases 
but also more accurately predict the neurologic effects of drugs 
designed to treat other diseases.

The blood-brain barrier (BBB) is a highly selective semi-
permeable membrane barrier that separates the brain extra-
cellular fluid from the circulating blood serving to protect the 
brain from harmful components in circulation by controlling 
the diffusion of molecules and ions.[475] The barrier is in part 
due to the formation of tight junctions between ECs from sur-
rounding pericytes and astroycytes.[476] As a result of the BBB, 
therapeutic drug targets are limited as the most drugs cannot 
reach to disease neurons. Any dysfunction in the BBB may 
cause or intensify a variety of brain diseases including AD,[477] 
epilepsy,[478] PD,[479] and amyotrophic lateral sclerosis.[480] 
An ideal BBB model can be used to study the BBB transfer 

mechanism and diffusion of drug candidates through the BBB. 
One of the main barriers to develop a reliable microfluidic plat-
form to recapitulate the human BBB function is the lack of 
suitable cell sources for human brain microvascular endothe-
lial cells (BMECs). High sensitivity to agitation and poor via-
bility[481] have been observed for human BMECs.[202] Due to 
low cost and facile harvesting, EC lines from humans[200,201] 
or rats[205–207] have been widely used in BBB microfluidic 
devices. However, these cell lines often have insufficient bar-
rier properties.[482] Another approach is using primary human 
BMECs;[213,214] however, these cells may lose their function after 
a short period of time in culture.[483] Fortunately, differentia-
tion of human iPSCs to human BMECs has paved the way for 
a reliable way to utilize human SCs as the cell source to mimic 
the BBB.[202] In most BBB-on-chip platforms, a semipermeable 
membrane is sandwiched between two microchannels. Polycar-
bonate,[200,205,207,213] PDMS,[484] PTFE,[208] and polyethylene tere-
phthalate[201] have been utilized as a membrane in BBB-on-chip 
platforms. Booth and Kim developed a microfluidic BBB model 
and demonstrated the ability of device to be utilized for drug 
screening and optimization of drug permeability.[212]

TEER is the most common quantity to investigate the bar-
rier tightness.[485] TEER value shows electrical resistance in 
tissue model. Tighter cells provide less room for ions and other 
charged molecules to pass through the cells resulting in higher 
resistance.[486] This characterization is noninvasive, label free, 
and quick for barrier tightness assessment and has the potential 
to be measured in real time using microfluidic platforms.[205,487] 
Flow type has significant effect on TEER measurement. In early 
BBB-on-chip studies, Griep et al. developed a BBB microfluidic 
model consisting of two PDMS channels. They utilized a plat-
inum electrode to measure TEER. In the static flow condition, 
TEER value of 36 Ω cm2 was reported, whereas in the dynamic 
flow and shear stress of 5.8 × 10−1 Pa, TEER value raised to 
120 Ω cm2.[200] A broad range of TEER values from 19 Ω cm2[201] 
to 4400 Ω cm2,[202] has been reported in BBB-on-chip platforms. 
Wang et al. reported the highest and in vivo-like TEER value 
with the coculture of BMECs and astrocytes.[202] However, each 
of monocultures did not reach over the value of 368 Ω cm2, 
which shows how coculture is important for simulating in vivo 
function (Figure 12C). To overcome this problem, Herland et 
al. fabricated a cylindrical 3D hydrogel environment in which 
primary human brain ECs were located inside the lumen.[215] 
They explored coculture of astrocytes and pericytes with ECs to 
specify influence of cell types in neuroinflammatory responses 
(Figure 12D). To conclude, in order to compare and validate dif-
ferent BBB-on-chip devices, it is highly recommended to define 
standard experiments, such as permeability, TEER, and shear 
stress.[488] An ideal BBB-on-chip platform requires having sev-
eral features, such as 3D multilayer scaffold containing ECs, 
astrocytes, pericytes, and muscle cells. Moreover, microfluidic 
platforms should provide suitable flow rate, pressure, and shear 
stress. The platform should also be equipped with biosensors to 
detect biophysical and biochemical parameters.[476]

7.9. Eye

Human eye has a complicated structure, composed of highly 
specialized tissue types, such as cornea and retina. Currently, 
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there are increasing demands to substitute these tissues, which 
may potentially be implemented by TE approaches.[489]

Cornea is composed of epithelium, stroma, and endothe-
lium. The stroma layer is a thick, transparent layer including 
hundreds of sublayers of oriented collagen fibers.[490] Current 
research focuses on constructing the cornea architecture by 
culture of keratocytes on crosslinkable collagen,[491,492] fibrin 
hydrogels,[493] silk fibroin,[494] or decalcified fish scale,[495] all of 
which only achieve limited success in vitro. Autologous amni-
otic membranes[496] have been used in humans, however the 
long-term studies are still needed to access safety and benefits. 
Although current cornea TE cannot fulfill the requirements for 
cornea transplantation, development of physiologically relevant 
in vitro tissue models may help to explore the therapeutic strat-
egies for nonterminal cornea diseases. Seo and Huh developed 
a cornea model called eye-on-a-chip including: artificial cornea 
with porous polystyrene scaffold filled with keratocytes, a 3D 
printed eye lid to mimic blinking activity, and a tear reservoir 
to simulate tear film dynamics. With further improvement, 
this model might potentially help to address some unanswered 
questions in cornea diseases related to limbal SC deficiency.[492]

Retina neuron loss was one of the major causes for blind-
ness. Retina pigment epithelium replacement has partially 
restored the retina function.[497] With significant progress of 
SC technology, human SC differentiated retina pigment epithe-
lium became available recently,[498] which may aid the explora-
tion of therapeutic strategies. On the other hand, silicon and 
electronic-based chips have been implanted to either boost the 
electrical function of neuron for vision improvement or com-
pletely replace retina to pass signal to brain.[499] The former 
approach has gone through clinical trials and was proven to 
partially restore sight.[500] However, retina TE is still in its 
infancy, and hardly any approach has been shown to develop 
functional in vitro models.

7.10. Gut

There has been increasing interest in studying metabolism, 
mass transfer, and microenvironment of intestine mainly 
because inflammatory bowel diseases affect approximately 
one million people in the US[501] and therapeutic strategies are 
therefore urgently needed. As one of the major mass transfer 
and immune barriers for oral drug administration, intestine 
plays a critical role in drug pharmacokinetics including absorp-
tion, distribution, metabolism, elimination, and toxicity.[502] 
Therefore, in vitro intestine model can be a versatile tool to 
study pharmacokinetics.

Traditional 2D culture or culture in transwell inserts lack 
essential elements needed to recreate the physiologically rel-
evant environment. For example, the intestinal epithelial cells 
(Caco-2 cells) in vivo require cyclic motion to differentiate into 
functional epithelium with villi for mucus secretion;[503,504] 
coculturing with bacteria in a static medium culture led to 
bacteria overgrowth and failed to establish stable symbiosis 
between epithelium and resident gut microbiome in the normal 
intestine.[501] Sato et al. have developed an in vitro model of 
3D intestinal epithelial organoids (epithelial miniguts).[505] 
The formation of organoids recapitulates the complete SC 

differentiation hierarchy and allows for in vitro study of cell 
fate.[506] However, the process is relatively time consuming and 
the system cannot incorporate stimulus and design criteria 
other than biological cues.

Ingber and co-workers developed a human gut-on-a-chip to 
mimic normal intestinal environment.[217] The chip consists 
of two perfusable lumens separated by a porous PDMS mem-
brane. Caco-2 cells were cultured on one side of membrane for 
3 days with continuous media flow through both lumens. Cyclic 
stretch was applied to both lumens to mimic mechanically active 
environment of a small intestine. After Caco-2 cells reached con-
fluency, they polarized rapidly and grew into folds with intes-
tinal villi developing on the cellular surface. Multiple differenti-
ated cell types in the intestine were found in this system, indi-
cating that a more functionalized epithelium was developed.[503] 
Improved barrier function can also be verified by successfully 
coculturing intestinal microbes on the epithelium for over a 
week.[501] Using this in vitro model, the authors demonstrated 
the inflammation response at an organ level, as well as the effect 
of probiotics and antibiotics toward the intestinal epithelium.[217] 
Kimura et al.[218] developed a similar system with two lumens 
separated by a polyester-based porous membrane. The system 
was integrated with a stirring pump to control the flow patterns 
and an optical fiber for end-point observation. After Caco-2 cells 
were confluent on the membrane, rhodamine 123, considered as 
drug surrogate, was added into the system in order to study the 
permeability of epithelium. Although both systems were able to 
recapitulate parts of intestinal physiological and/or pathological 
behaviors, there are still limitations and challenges. First of all, 
both systems were made of PDMS, which is a highly hydro-
phobic material that has been approved in many drug loading or 
eluting devices.[54,507] The drug can be absorbed into the material 
and lead to unreliable results, which is not ideal for drug testing 
applications and not suitable for future human-on-a-chip design. 
On the other hand, both systems used nondegradable mem-
brane to serve as a supporting scaffold for epithelium. However, 
these scaffolds were mostly over 10 µm in thickness, which is 
far from the commonly known basal membrane ≈400 nm in 
thickness. These differences can hinder the possibility of inte-
grating other tissue types into the system, such as macrophages, 
and may not reproduce the actual drug transportation kinetics 
between intestine and blood stream.

7.11. Spleen

Spleen is a part of the immune system in the human body 
that helps to synthesize antibodies and remove pathogens 
from blood by filtration. The incentive of spleen-on-a-chip 
is to develop a blood filtration system that can aid existing 
immune system to fight sepsis.[508] Traditionally, donor spleen 
was sliced and implanted subcutaneously or intraperitoneally, 
which later connected with host vasculature for additional 
blood filtration.[508,509] Instead of creating hospitable in vitro 
or in vivo environment for spleen cells to function properly, 
Ingber and co-workers developed a microfluidic device to act 
as an external blood filtration system to mimic blood cleaning 
function of spleen with antibody coated NPs.[219] The device uti-
lized a modified version of mannose-binding lectin, which is a 
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protein that binds to polysaccharides on the surfaces of more 
than 90 types of antigens and toxins in sepsis. The device sig-
nificantly alleviated the survival of animals that were infected 
with Escherichia coli. This approach may potentially be applied 
in the clinical settings for severe systematic infections, such as 
human immunodeficiency virus and Ebola.[510]

7.12. Kidney

The kidney is a vital organ that performs blood filtration, waste 
removal, and hemodynamic regulation. However, the kidney is 
extremely susceptible to drug injury in the toxin removal pro-
cess.[511] Despite its intrinsic regeneration capability, the kidney 
is still one of the most transplanted organs. There is a great 
interest to develop in vitro tissue models to emulate human 
kidney physiology and function.[512] The most widely mod-
eled component of the kidney is the proximal tubule.[220–222,513] 
Recent development has also attempted to model the kidney 
glomerulus.[514] However, there has been no attempt to com-
bine various components of kidney into a single OOC system. 
Nevertheless, kidney organoids with nephrons were created 
using human iPSCs.[515] This approach relied on the differen-
tiation of SCs and self-assembly to reproduce intricate kidney-
specific tubular and vascular structures. However, the internal 
tubular and vascular luminal space cannot be easily accessed 
and is not perfusable. In contrast, OOC devices based on mem-
brane-based configuration provide both access to the luminal 
space and fluid perfusion.[220] The model used proximal tubular 
cells on a membrane within a microfluidic channel under per-
fusion and demonstrated glucose reabsorption, albumin trans-
port, and alkaline phosphatase activity.

Some OOC devices were used to model the epithelial and 
vascular interface between podocytes and ECs in the kidney 
glomerulus.[514] Contrary to the proximal tubule, elevated shear 
stress and hydrodynamic pressure are detrimental to podo-
cytes to simulate disease conditions, such as glomerular hyper-
tension and leakage. In the latter model, the presence of key 
structural signatures of podocytes, such as the slit diaphragm, 
is still lacking and would be required to faithfully model the 
glomerular filtration function. Recent advances in 3D printing 
enabled the construction a 3D convoluted proximal tubule.[221] 
The 3D model demonstrated increased cell height and micro-
villi length, and albumin uptake compared to the 2D system, 
which are signs of mature proximal tubular cells. Similar fab-
rication techniques were applied with primary human kidney 
peritubular microvascular endothelial cells to engineer a kidney 
specific peritubular microvascular network.[222] The isolation 
and purification of patient-specific peritubular microvascular 
ECs and the establishment of fenestrated endothelium are key 
milestones. Future advances in this area could emerge from 
the combinatory use of existing technologies to move toward a 
kidney model with a more complete functionality.

7.13. Cancer

Despite the complexity, great successes have been made in 
understanding the basic cellular and molecular biology of 

cancer.[516] Many key events in the cancer metastatic cascade 
have been used as targets to develop anticancer therapeutics. 
However, major failure in cancer drug development is related 
to poor cancer models recapitulating the physiological tumor 
microenvironment.[517] Hence, better models are needed to 
study interaction between multiple tissues with cancer cells in a 
complex vascular network.[518]

Breast cancer is the most prevalent cancer type for women 
all over the world.[519] Breast cancer is mostly derived from the 
epithelium lining ducts or lobules, with the average width of 
duct channels ranging from 700 to 30 µm.[520] To model breast 
cancer disease, Grafton et al. developed a breast-on-chip plat-
form using soft lithography.[223] They used a monolayer of non-
neoplastic mammary epithelial cells to model ductal channels. 
The surface of PDMS hemichannels was coated with laminin 
and a PDMS membrane was utilized to close the channel. They 
guided superparamagnetic sub-micrometer particles, which 
have been shown previously to reach tumor cells inside the 
breast.[223] This study introduced a platform for future breast 
cancer modeling.

The most common in vitro model for studying cancer metas-
tasis is the Boyden chamber/Transwell assay.[521] This assay 
utilizes a microporous membrane, which separates a well in a 
multiwell plate into upper and lower chambers. Cells will be 
seeded in the upper chamber and attracting molecules will be 
in the lower chamber. This assay fails to mimic the complexity 
of tumor microenvironment as it is performed in static condi-
tion and is unable to sustain chemotaxis gradients over time. 
As for in vivo models, direct tail-vein injection or xenograft of 
cancer cells in mice is performed for understanding the migra-
tion mechanism.[522] However, the metastatic cascade is hard to 
control and record. Moreover, animal models are inadequate to 
perform high-throughput studies. Therefore, new approaches 
are necessary for understanding the complex nature of tumor 
metastasis and evaluating the efficacy of novel therapeutics. 
Most of cancer-on-a-chip models can be divided into three 
general themes: (1) cancer cell and its microenvironment,  
(2) cancer cell adhesion and transendothelial migration, and  
(3) cancer-related angiogenesis as discussed below.

7.13.1. Modeling Tumor Microenvironment

Using a microfluidic 3D coculture model of human mammary 
fibroblasts with mammary epithelial cells[226] or an osteotropic 
prostate cancer cell line cocultured with bone marrow stromal 
cells,[225] it was demonstrated that soluble factors in the ECM 
as well as juxtacrine cell–cell signaling have accelerated the 
transition of cancer cells to their protrusive state. Moreover, it 
was reported that this invasive transition stimulated by stromal 
cells can be modulated spatially, as carcinoma cells remained 
rounded and dormant when the associated fibroblasts were 
further away from the cancer cell populations. Zervantonakis 
et al. also showed importance of stromal cells in remodeling 
the microenvironment in altering cancer cell fate.[227] They 
found that TNF-α can stimulate an impairment in the endothe-
lial barrier, thereby increasing epithelial permeability, which 
facilitate a higher transmigration rate for the cancer cells. Simi-
larly, Sobrino et al. recently proposed an advanced microfluidic 
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system that incorporates the roles played by the ECM, vascu-
lature, and stromal perivascular cells to understand the tumor 
progression through angiogenesis.[523] Furthermore, Sobrino et 
al. used their vascularized microtumor systems to compare the 
effects of different receptor tyrosine kinase inhibitors on tumor 
and vascular network growth. Their results demonstrated that 
drugs targeting multiple receptor sites have the greatest effect 
in disrupting the vascular networks and limiting the cancer 
cells protrusion to the circulatory systems (Figure 13A).[523] 
These models further implicate that tumor metastatic behavior 
is greatly modulated by cell–cell interactions between cancer 
cells and stromal cells, and biochemical cytokine factors 
released into the tumor microenvironment. Thus, further 
studies that incorporate multiple cells to better mimic the in 
vivo environment are needed and can be the target of novel 
anticancer therapeutics.

7.13.2. Models of Cancer Cells Transendothelial Migration

Some cancer models have investigated the extravasation and 
adhesion of cancer cells. Takayama and co-workers fabricated a 
multilayered membrane-based microfluidic device with a physi-
ological flow and demonstrated that breast cancer cell interac-
tion with the endothelium was promoted through cancer cell 
receptors CXCR4 and CXCR7.[228] Moreover, the integration of 
breast cancer cell adhesion to the endothelium was manipu-
lated when the CXCL12 chemokine was added to the basal 
side of endothelium. In a similar study, Jeon et al. analyzed the 
transmigration behavior of metastatic breast cancer cells MDA-
MB-231 within a perfusable microvascularized microenviron-
ment (Figure 13B).[230] They compared the migratory behavior 
of cells in device generated with either a muscle-mimicking or 
bone-mimicking microenvironment. Interestingly, the perme-
ability of the vascular network was much higher in the muscle-
mimicking microenvironment.[230,525] It further suggested that 
cancer migration is organ-specific. Recently, a more physiolog-
ical model was proposed by Kong et al. to study the metastatic 
nature of cancer cells circulating in a multiple-organ platform 
(Figure 13C).[524] They revealed tumor cell adhesion and arrest 
on endothelium of liver and bone microenvironments were 
more prominent than in a muscle model. Due to the ease of 
recapitulating cancer cell adhesion to endothelium and moni-
toring biochemical molecules in guiding the extravasation 
of circulating cancer cells, these types of models are gaining 
interest to serve as a low-cost, time saving, and rapid alternative 
to assess antimetastatic compounds.

7.13.3. Models of Cancer-Related Angiogenesis

Some studies have demonstrated that solid tumor releases 
hypoxia-stimulated vascular endothelial growth factor (VEGF) 
to promote the extension of vasculature (Figure 14).[526]

The tumor angiogenesis is necessary for gas exchange and 
delivery of nutrients to the avascular regions of a tumor mass. 
It is therefore widely believed that blocking mechanisms, which 
modulate tumor angiogenesis, has a potential to attenuate the 
tumor growth and metastatic dissemination. In recent years, 

studies have pointed toward developing microfluidic devices to 
mimic the angiogenic events, especially through monitoring 
of EC migration as well as understanding factors that induce 
and stabilize the newly formed vascular beds. Using a 3D 
microfluidic system, Chung et al. were able to demonstrate the 
effect of different cancers on angiogenic sprouting in human 
adult dermal microvascular endothelial cells (HMVECs).[231] 
They quantified significant chemoattractant induced migra-
tion of HMVEC toward a channel seeded with MTLn3 breast 
cancer cells, while demonstrating minimal attraction to 
U87MG glioblastoma cells. In another study, Shin et al. have 
shown that although VEGF gradient alone can induce angio-
genic sprouting, the tip ECs regress over time. It was shown 
to be reversed by the incorporation of angiopoietin-1 with the 
VEGF, as more of the tip cells formed a stable attachment to 
the stalk cells.[229] Kim et al. showed that interstitial flow has a 
critical regulatory role in pathological angiogenesis. They dem-
onstrated that angiogenic sprouting occurred only in opposite 
direction of the interstitial flow, whereas vasculogenesis was 
unaffected by the direction of flow.[173] Theberge et al. were 
also able to identify the effect of soluble factor signaling on 
endothelial tubule formation (Figure 13D).[224] Interestingly, 
they showed that macrophages have a preventive effect in 
angiogenesis and this regulatory effect was alleviated when 
the matrix metalloproteinase-12 inhibitor was applied in the 
system. Of the systems discussed, angiogenesis can be modu-
lated differently, depending on cocultured cell types, soluble 
factors in microenvironment, or direction of flow in micro-
circulation. Thus, a system that is representative to the physi-
ological angiogenesis could have a significant impact on the 
development of potential antiangiogenic compounds.

7.14. Multi-Organ-On-A-Chip Platforms

Multi-OOC models have been developed to mimic the interplay 
between different organs, leading to further advancement in 
the development of an adequate in vitro model for drug testing 
and discovery.[528] The liver and kidney are critical organs in 
studying drug metabolism and excretion, respectively.[529] As 
such, incorporating these organs on a multi-OOC platform 
allows to more accurately examine drug-induced toxicity. For 
instance, Shintu et al. developed a liver and kidney coculture 
OOC platform to explore changes in metabolism as a result of 
drug addition.[232] They used a high-throughput metabolomics 
approach to screen the toxicity of a variety of small molecules. 
They utilized HepG2/C3A cells for liver tissue and cocultured 
them with kidney cells, which showed dose-dependent meta-
bolic responses for ammonia. Another study reported a liver–
kidney microfluidic device where it was shown that ifosfamide 
(an anticancer drug) was metabolized into a toxic metabolite 
(chloroacetaldehyde) by the liver.[530] However, they found that 
HepGA/C3A cells did not metabolized ifosfamide, which indi-
cates the importance of cell type selection and tissue matura-
tion to mimic the human body function. In other multi-OOC 
platforms, liver–heart systems were developed and tested.[233] 
Liver–heart interactions in such platforms could help in ana-
lyzing the toxicity and functionality of cardiovascular drugs 
(Figure 14A).[145] In a study conducted by Vunjak-Novakovic 
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Figure 13.  Tumor-on-a-chip models. A) (1) The three tissue chambers in the center are connected to two adjacent microfluidic channels, where cells 
may migrate outward. (2) Tissue chamber shows vascular network formation, and anastomoses of EC’s to the adjacent microfluidic channels (scale 
bar, 100 µm). Reproduced with permission.[523] Copyright 2016, Nature Publishing Group. B) Extravasation model. (1) In the central tissue-mimicking 
gel channel, vasculature is able to form. Cells, biochemical factors, and media may flow across the central vasculature channel, from one side channel 
to the other. (2) Extravasation may be tracked as cancer cells introduced in the vessel channel travel through the central gel channel. Reproduced with 
permission.[230] Copyright 2015, National Academy of Science. C) (1) Schematic and (2) photograph, showing device design and construction. Branched 
microchannels mimic vascular microvessels (scale bar, 5 mm). (3 and 4) Device was used to study lung metastasis (scale bars, 250 µm in (3) and 
200 µm in (4)). [524] D) Microfluidic device design. (1) Macrophages may be seeded in the left channel and HUVEC + normal human dermal fibroblast 
mixture on the right channel. Two channels may communicate through a series of small connecting channels. (2) Photograph showing 14 devices.  
(3) Schematic of device workflow. (4, 5) Quantification of the degree of tubular structure and number of branch points in different experimental condi-
tions. Reproduced with permission.[224] Copyright 2015, American Chemical Society.
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et al., human iPSCs were differentiated into ECs, hepatocytes, 
and CMs.[264] to develop a platform called HeliVa which has a 
potential to be a high-throughput platform incorporating blood 
vessels, liver, and cardiac tissues.

The intestine plays a significant role in the absorption and 
excretion of orally administered drugs.[531] Esch et al. explored 
oral NP toxicity and utilized intestinal cells in coculture with 
liver cells.[234] They found that while the intestinal barrier was 
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Figure 14.  Multi-organ-on-a-chip models. A) Liver–kidney model: Madin–Darby canine kidney (MDCK) cells cultured in biochip and different parame-
ters including (1) proliferation rate which increased after starting perfusion, (2) cell viability, (3) and glucose consumption were compared. Reproduced 
with permission.[233] Copyright 2016, Elsevier. B) Liver–intestine model: Acetaminophen production measured in 2 days to evaluate CYP1A2 activity 
in three different conditions including static coculture, dynamic coculture, and integrated dynamic cell cultures in microsystems. Reproduced with 
permission.[527] Copyright 2014, Elsevier. C) Schematic top view form liver–skin platform developed testing of drugs such as troglitazon. Reproduced 
with permission.[236] Copyright 2015, Elsevier. D) Liver, skin, and endothelial cells cultured in a microfluidic device and glucose and lactate consump-
tions compared for two weeks. Reproduced with permission.[236] Copyright 2015, Elsevier. E) (1–4) A schematic view for four organs-on-chip (liver, skin, 
intestine, and kidney) to study absorption, distribution, metabolism, and excretion. Reproduced with permission.[238] Copyright 2009, Royal Society of 
Chemistry.
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able to prevent NP diffusion, NP might cause liver injury as 
measured by an enzyme released to injured liver cells. Fur-
thermore, the intestinal microenvironment is critical for 
normal digestion and is particularly vulnerable to drug side 
effects. In another study, Bricks et al. developed an integrated 
coculture system using a microfluidic model to mimic the 
liver–intestine interaction.[527] The authors demonstrated a 
functional coculture system that could be utilized to examine 
intestinal absorption and liver metabolism of drugs, including 
acetaminophen (Figure 14B). Other studies have also been 
conducted using multi-OCC technology to mimic oral drug 
intake.[235] For example, Maschmeyer et al. utilized a coculture 
system to observe troglitazone intake, a drug that was with-
drawn from the market as a result of liver toxicity in humans. 
Their results revealed that the liver-on-a-chip model was 
able to demonstrate liver toxicity in response to troglitazone, 
and there was no disruption in the polarization of intestine 
barrier.[236]

Another important pair for drug toxicity studies is the liver 
and skin, as skin is the main target for transdermal drugs.[532] 
In a study, a liver–skin model was exposed to troglitazone 
via an endothelialized microchannel over a period of 9 days 
(Figure 14C).[236] Glucose and lactate consumption were meas-
ured as metabolic activity of tissues and the result showed 
constant activity with minor fluctuations, indicating stable con-
nection between tissues (Figure 14D). A similar model was 
designed and used by Wagner et al.[237] to study long-term cell 
cultivation. Liver–skin compartments were connected through 
a microchannel, with human biopsy tissue used for the skin 
compartment and microtissue aggregates for liver. The tox-
icity of troglitazone, which is normally prescribed to type 2 
diabetes patients, was studied and the results showed a dose-
dependent response to troglitazone. There are also other two 
organ-on-a-chip combinations including liver–tumor[533] and 
liver–neuron[534] platforms.

The complexity of human body and the ultimate goal of 
making a body-on-a-chip have persuaded researchers to con-
nect more than two organs. Zhang et al. developed a micro-
fluidic environment to study four-organ interactions including 
the liver, lung, kidney, and adipose tissues using human cell 
types (Figure 14E).[238] They made a “common medium” that 
incorporated essential components of each cell type. While the 
function of kidney compartment decreased by 10%, the rest 
of cell types retained their own specific function in this cul-
ture medium. The role of TGF-β1 was evaluated by varying the 
concentration from 10 to 50 ng mL−1 and it was shown that 
TGF-β1 induction enhanced the functions of lung and adi-
pose tissues and inhibited the function of liver compartment. 
Besides their valuable discoveries, there are some limitations 
in mass transfer and metabolite exchange among chambers 
that did not enable longer operation periods.[535] In another 
study, a microfluidic device was designed to investigate absorp-
tion, distribution, metabolism, and excretion for human intes-
tine, liver, skin, and kidney counterparts, respectively.[239] Their 
results revealed functional compartments, gene expression, 
and cell viability of tissues for 28 d. Other research groups also 
reported multiorgan microfluidic systems, such as liver–blood 
vessel–fat,[536] liver–tumor–bone marrow,[537] and liver–lung–fat 
tissues.[240]

8. Design Parameters in OOC Platforms

OOC platforms are typically used as a physical analogue to 
verify mathematical physiologically based pharmacokinetic 
(PBPK) models. PBPK models are typically used to study the 
absorption, distribution, metabolism, and excretion (ADME) of 
a drug. Parameters relating to the aforementioned drug charac-
teristics can be estimated based on earlier drug studies using a 
single tissue construct. They can then be integrated in a PBPK 
model, which can be cross-referenced with an OOC platform 
consisting of multiple organs to validate the results. In addi-
tion, the PBPK model can be used to study spatial and tem-
poral response of an organ to a drug and its interaction with 
additional organs. This review will not focus on developing 
the equations behind the PBPK model as there are many other 
reviews, which can be used to assist in model development.[1–3] 
Instead, the following section serves as an overview to the 
design parameters and considerations required to build a physi-
ologically relevant OOC platform.

8.1. Estimation of ADME Parameters

There are several design parameters necessary to consider 
during OOC development. Some parameters, which can easily 
be attained from the literature include cardiac output of the 
desired organ (CO), blood flow rate in the organ (Q), number of 
cells per organ (n), and the residence time of each organ (τ). As 
an example, the kidney receives ≈20% of the cardiac output, has 
a flow rate of 1.2 L min−1, ≈2 × 109 cells, and a residence time of 
0.148 min.[4–8] However, there are additional parameters, which 
are desired when developing an OOC platform. These param-
eters can be estimated from in vitro experiments, and include 
drug partitioning into each organ (K), unbound fraction of a 
drug (f), intrinsic reaction rate per cell and per drug concentra-
tion in tissue (R), blood to plasma partitioning (B:P), and finally, 
intrinsic clearance rate (C).[9] Furthermore, a method known as 
in vitro to in vivo extrapolation (IVIVE) can be used to scale 
the in vitro results in vivo physiology. This approach depends 
on using a mathematical model to appropriately scale the result 
based on in vivo organ parameters.[10] As a result, the in vitro 
values can be used as an estimate for the whole body. These 
unknown parameters are closely related to the ADME param-
eters of a drug, which PBPK studies seek to answer. Therefore, 
there is a clear relationship between the need to develop a PBPK 
model before designing an OOC platform. These parameters, 
which are specific to some model molecules such as glucose, 
O2, or albumin, are typically determined using in vitro assays 
or mathematical models. The OOC device is then formulated 
either based on the parameters from a single model molecule, 
or the average of multiple ADME parameters.

Absorption of a molecule defines its solubility (S) and per-
meability (P) to various barriers within the human body. Typi-
cally, the absorption profile of a molecule through the skin, 
gut, or lungs is desired. Prediction of absorption can be done 
through animal or human cultures, or human cadavers; how-
ever, these methods are not completely reliable.[9] A more reli-
able method consists of using single OOC devices to estimate 
the solubility and permeability of a drug.[11,12] Alternatively, 
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there are models available, such as GastroPlus, SimCYP Ltd., 
PK-Sim, or ChloePK, which are able to predict the oral absorp-
tion of a drug.[13] The above models are based on a compart-
mental absorption and transit model.

Once a drug is absorbed, it distributes throughout the body. 
The unbound fraction of drug and the blood to plasma ratio 
are important for describing the distribution. Using a common 
media or blood source, and a single OOC, the distribution pro-
file can be determined.[1,9] Furthermore, mathematic models 
exist to determine the distribution profile. Briefly, the equations 
work under a set of assumptions being that a drug distributes 
homogeneously through passive diffusion, and both nonspe-
cific and reversible binding are possible.[13]

Metabolism of a drug is crucial in maintaining multiorgan 
interaction. Since the liver is largely responsible for the metab-
olism of drugs, single liver-on-a-chip devices can be used to 
derive this parameter.[15] Since it is difficult to model it or per-
form tests on animal models, IVIVE can be done to estimate 
the metabolism of a molecule for the whole body.

The final parameter required is excretion, which is typi-
cally determined through studies based on the kidney. Using 
a kidney-on-a-chip device, the renal clearance of the model 
molecule can be calculated and extrapolated to determine total 
kidney clearance of the whole body using the IVIVE method.[16]

8.2. OOC Design Principles

Once the ADME parameters have been estimated, they can be 
used in a model proposed by Abaci et al. The group derived a 
simplified set of design criteria useful for developing an OOC 
platform.[9] Using this model, parameters pertaining to the 
OOC platform can be calculated based on the ADME param-
eters. The equations were developed from a set of three criteria. 
Briefly, they proposed that concentrations of unbound nutrients 

in the OOC should be equal to that of the human body when 
at steady state. Additionally, the time dependent concentration 
of the desired drug in the OOC should be equal to that of the 
human body. Finally, they state that within each organ, the time 
dependent concentration of the unbound drug should be equal 
to that in the body. They developed one general parametric cri-
terion, which they further simplified into a set of five equations; 
three pertaining to OOC development, and two drug specific 
equations. Table 4 serves as an overview of the equations and 
parameter definition.

8.3. Mutli-OOC Design Considerations

While the above parameters will certainly aid in device design, 
it is important to consider other criteria such as device scaling, 
cell source, and culture media. In addition, combination of 
organs, and multiorgan devices are additional design consid-
erations. If the organs do not directly interact with the drug of 
interest or its resulting metabolites, it is possible to simplify 
the model by combining the organs into one compartment, 
to study them implicitly. It is clear that the process of sim-
plification can have a profound effect on decreasing the cost 
of device fabrication, and required materials and reagents. A 
final design parameter consists of controlling the fluid flow 
and shear rates within an organ. These parameters are avail-
able in literature for the human body and by controlling the 
diameter of the channels leading to the tissue, the flow rate 
can be scaled and adjusted accordingly.[9,17] It is important in 
ensuring physiological conditions, following organ scaling. 
Finally, the OOC platform should be tested and the results 
should be compared to the PBPK platform. Since there are 
many assumptions and simplifications, the OOC platform 
should be validated and the design should be iterated to 
ensure an adequate model.
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Table 4.  Overview of parametric criteria for the development of an OOC platform. Equations were derived by Abaci et al.[9] CO is the cardiac output, 
Q is the blood flow rate, R is intrinsic reaction rate per cell and per drug concentration in the tissue, n is the number of cells per organ, τ is the 
residence time, K is the drug partitioning into each organ, B:P is the blood to plasma partitioning (B:P), and f is the unbound fraction of a drug. The 
superscript, human or chip refers to parameters found in the human organ, or the scaled parameters for the OOC platform.

Parametric criteria Unknown parameters Known parameters (from 
literature)

Parameter definition

∅chip = ∅human ∅chip ∅human Cardiac output of the desired organ

chip

chip chip

human

human human
Q

R n
Q

R n
=

Qchip Qhuman Blood flow rate of the desired organ

Rchip Rhuman Intrinsic reaction rate per cell and per drug concentration in the tissue

nchip nhuman Number of cells in the organ

organ
chip

organ
humanτ τ= organ

chipτ organ
humanτ Residence time of each organ

body
chip

body
humanτ τ= body

chipτ body
humanτ Residence time of the body

=
: :

chip

chip

human

human
K

B P
K

B P

Kchip Khuman Drug partitioning into each

B:Pchip B:Phuman Blood to plasma partitioning

f chip = f human f chip f human Unbound fraction of the drug on the OOC platform
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9. Future Perspectives and Challenges

9.1. Physiological Relevance of OOC Platforms

While several OOC platforms have already been developed, 
these platforms should be able to reliably replicate the human 
physiology and metabolism to benefit pharmaceutical industry 
in drug discovery and development. The performance of cur-
rent OOC platforms should be improved to further mimic the 
physiology and function of organs in the body. In what follows, 
we discuss challenges that need to be addressed to develop 
physiologically relevant OOC platforms.

9.1.1. Device Design and Material

OOC devices should be designed in physiologically relevant 
sizes. Otherwise, organ compartments may lead to underpro-
duction or overproduction of metabolites, which can affect 
other organs in the device. An approach to properly scale the 
organ size is to construct the organ size according to fluid resi-
dence time in each organ. The blood residence time within an 
organ in the body has a correlation with the organ size, the 
perfusion rate, and the tissue composition.[538] The metabolic 
activity of native tissues and blood flow within them are also 
different from corresponding disease tissues, which should 
be considered as a design criterion. Minimizing the organ 
chamber volume has some advantages as to decrease the use 
of precious cell sources, culture medium, and soluble factors. 
However, a minimum cell number should be recruited to have 
meaningful metabolites in the device. Another consideration is 
that some culture media may be taken from the device at dif-
ferent time points to analyze metabolic profiles. This medium 
removal should not cause any significant perturbation in the 
system.

A potential challenge in OOC devices is scaffolds or mate-
rials used in chips. Roth and Singer[539] described a case study 
in which a microfluidic system was used to evaluate the drug 
clearance from liver tissues. Some known drugs were used to 
establish a protocol for the drug clearance assessment. Unex-
pectedly, the liver tissue has low sensitivity to the drugs because 
the plastic material used in the device absorbed high amount 
of drugs. There, nonspecific binding of drugs to chip materials 
should be checked. Chip materials and scaffolds should be inert 
to the absorption of drug candidates and thereby not affect the 
actual exposure of drug to cells. To solve this problem, Schimek 
et al. proposed that microchannels can fully be covered using 
human dermal microvascular ECs and thereby drug absorption 
on plastic material is avoided.[540] In another study, Zhang et 
al. coated the interior of PDMS tubes with HUVECs to develop 
biomimetic blood vessels with high transparency, tunable elas-
ticity, and gas permeability.[541] However, fabrication of micro-
fluidic channels with the ECM materials (e.g., basement mem-
brane, glycosaminoglycans, and elastin) having an in vivo-like 
porosity and stiffness is desirable.

Some OOC models utilize biomaterials with unknown bio-
logical moieties in engineering tissues and organs. It may be 
hard to reproduce these biomaterials in a defined composition 
and they may release/degrade over culture time. As a result, it 

is difficult to decouple the effect of their biological factors on 
cellular behavior, molecular signaling, and tissue morphogen-
esis in an OOC platform. Therefore, biomaterials with well-
defined composition and degradation/release profile and low 
lot-to-lot variability are required to construct OOC devices.

9.1.2. Cell Culture Medium

Cell culture media in OOC platforms should not only provide 
a saline solution to preserve tissues but should also include 
complex compositions to maintain tissue viability and func-
tion for an extended period of time. Here, a major challenge is 
that different tissues often require different cell culture media. 
Moreover, some reagents in media may have opposite effects 
on different tissues. For example, TGF-β1 supports the growth 
of A549 lung cells,[542] while it inhibits the growth of hepato-
cellular carcinoma cells.[543] Such problems make it difficult to 
find a universal cell culture medium that is in the favor of all 
cell types. This challenge should be overcome for the develop-
ment of multiple OOC platforms.

Animal or human sera (e.g., fetal bovine serum) have often 
been employed as the supplement in common cell culture 
medium because they have similar transport properties to 
blood and possess essential compounds for the maintenance 
and growth of cells. Serum may have a wide variation in the 
composition, which can affect tissue culture conditions and 
subsequent resulting experimental data.[544] Therefore, develop-
ment of a serum-free medium has been a subject of intensive 
research[545] because such media offer a defined and consistent 
culture medium. Schaffner et al. introduced the first serum-
free media for hippocampal neurons.[546] Following that, serum-
free media were proposed for different cell types. A serum-free 
media can be made by adding supplements and cell-specific 
growth factors to a common base medium.[547] However, the 
optimization is needed to make standard serum-free medium 
for a specific OOC platform having multiple cell types. Such 
media should be able to preserve morphology and function of 
different cells.

9.1.3. Cell Sources

iPSCs and ESCs have generally become attractive cellular 
options in human tissue modeling in vitro.[548] However, 
the efficiency of SC reprograming or differentiation proto-
cols needs to be improved. In particular, highly efficient gene 
delivery without using viruses is desirable for iPSC production. 
Moreover, the use of iPSCs from patients makes it possible to 
construct personalized and disease-specific OOC platforms.[549] 
For instance, iPSCs have been used to model type 1 long QT 
syndrome in vitro using CMs derived from a patient.[550] 
Similar studies have been reported using iPSCs derived from 
patients having AD,[551] PD,[552] and other diseases[553] to eval-
uate the physiology and cellular responses of these genotypes. 
However, iPSC differentiation protocols may vary for different 
patients. Safety, reproducibility, and efficiency of differentiated 
iPSC should be evaluated prior to clinical studies. Highly effi-
cient and successful differentiation of iPSCs into specific cell 
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types is still a major challenge. These SCs are largely suscep-
tible to their physicochemical microenvironment, which has 
implications for the reproducibility of results by different labs. 
Therefore, a more complete deciphering of SC microenviron-
ment, behavior, and fate is necessary to achieve highly efficient 
and reliable iPSC-derived cell lineages for OOC platforms. In 
addition, production of a large number of differentiated cells in 
a well-defined environment is still a major obstacle.

Genetic manipulation of some cell lines enables researchers 
to produce modified cell types with a fluorescent probe, which 
facilitates the optical assessment of their metabolic responses 
to therapeutic treatments.[554] Fu et al. recently showed that 
smart nanosensors are able to track viability and development 
of SC organoids in a noninvasive and real-time manner.[555] In 
addition, epigenetic identification of SCs using microplatforms 
(e.g., chromatic immunoprecipitation assays and antibody 
arrays[556]) provides great tools in monitoring SC behavior and 
function.

9.2. Tissue Assessment

Evaluating tissue behavior and function in OOC devices 
requires accurate, noninvasive, and real-time measurement 
of function and metabolites of different cell types.[557] Tissue 
characterization approaches should be scaled up for high-
throughput measurements in drug screening and develop-
ment. Microelectrode arrays can record the physiological 
activity of cells and tissues in a high-throughput manner.[558] 
In addition, such microelectrodes can measure some bio-
logical analytes (e.g., lactate[559] and superoxide radicals[560]) 
in a wide range of concentrations. Ion mobility spectrom-
etry and mass spectrometry can also provide further insights 
into molecular compositions of culture media or waste prod-
ucts.[561] Further development of suitable analytical techniques 
for OOC devices is needed to assess drug effects on the physi-
ology and function of organs in a real-time, high-throughput, 
and reliable manner. An ideal OOC device should be able to 
monitor various biological and physicochemical parameters of 
organ compartments and correlate them with drug type and 
concentration.

9.3. Commercialization

Commercialization of OOC platforms ensures their success in 
industrial settings. Some efforts have already led to the com-
mercialization of tissue or OOC platforms, while others are 
still underway. Some model examples include Transwell-based 
system (RegeneMed, Inc.),[562] coculture model (Ascendance 
Biotechnology, Inc.),[563] spheroid model (InSphero, Inc.),[564] 
and Biowire system (TARA).[565] Large pharmaceutical and bio-
technological companies have increased their partnership with 
start-up companies to use their novel OOC models in research 
and development. For example, Merck, Johnson & Johnson, 
and Pfizer have collaborated with Emulate (a biotech spinout 
from the Wyss Institute at the Harvard University, USA). These 
companies aim to use latest OOC technologies and discov-
eries in industry. In another example, Pfizer, GlaxoSmithKline, 

Sanofi, and Roche worked with Mimetas to develop brain-on-
a-chip and kidney-on-a-chip models for toxicity assessment.[566]

Adaptation of new devices to pharmaceutical industry 
requires showing an affordable price and profit compared to 
conventional approaches.[567] OOC platforms should be user-
friendly and compatible with commonly used biotechnological 
backbone and laboratory setups. Low price of OOC devices can 
be achieved by fabricating valveless or pumpless devices, which 
operate in an automatic and controllable manner.[568] The 
standardization of evaluation and validation methods in OOC 
platforms is also required for industrial applications of such 
platforms.

The longevity of OOC platforms is a critical issue that needs 
to be shown prior to their widespread applications in industry. 
OOC models should be maintained over a long time period to 
predict chronic effects of drug candidates.[297] However, some 
waste products and metabolites within organ compartments 
may limit the lifetime of device. Furthermore, some drugs may 
induce apoptotic pathways in cells, which can affect toxicolog-
ical studies. A careful consideration of tissue culture variables, 
such as scaffold topography and chemistry, exogenous stimuli, 
and medium, is a key parameter to elongate tissue cultures.

There has been a long way starting from an exploratory 
method to a widely used and acceptable tool in pharmaceu-
tical industry. Regulatory authorities approve a novel cellular 
model only after providing a substantial amount of scientific 
data and cross-pharma validations and assuring its reliability, 
robustness, and reproducibility. A good example is the ESC test 
validated by the European Centre for the Validation of Alterna-
tive Methods.[569] Therefore, OOC devices need to be validated 
by experimenting with a wide range of reference and well-
documented drugs on them. Both sensitivity and specificity of 
OOC platforms should be documented. The automation and 
miniaturization of OOC platforms also help in their regulatory 
approval as to enhance cost-effectiveness by decreasing labor 
costs and biological reagents.

9.4. OOC Platforms to Assess Substances Other than Drugs

Number of chemicals registered at the Chemical Abstract 
Service has significantly been increased from 1965 (≈212 000 
chemicals) to 2006 (≈88.7 million chemicals)[570] and this trend 
has been going on in recent years. As a result, the human expo-
sure to chemicals has grown rapidly. Moreover, the National 
Research Council requested a paradigm shift in chemical risk 
assessment and regulatory toxicity testing from whole-animal 
testing.[571] As a result, the USA Environmental Protection 
Agency (USEPA) conducted the ToxCast program, while the 
FDA, the National Institute for Environmental Health Sciences, 
the USEPA, and the National Institutes of Health establish 
the Tox21 program to evaluate toxicity of chemicals.[572] These 
programs aim to understand effect of chemical hazards to 
humans and reveal corresponding molecular pathways using 
in vitro cell-based assays in a high-throughput manner.[573] In 
this perspective, it would be a great opportunity for OOC plat-
forms to play an important role in chemical toxicology experi-
ments and thereby help in risk assessments and regulatory 
decision-making. Such platforms would be able to accelerate 
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the movement from traditional toxicity models to more physi-
ologically relevant, cost-effective, and high-throughput models.

10. Conclusions

The complex nature of the human body and the physiological 
processes required for tissue and organ structure and func-
tion is a major obstacle for studying human development and 
disease in a facile and systematic manner. While 2D cell cul-
tures have been used as the model system to study physiolog-
ical responses to drug candidates, OOC models have clearly 
increased the physiological relevance of cell and tissue models 
in drug screening and discovery. OOC models can be integrated 
with animal models in drug screening to increase the efficiency 
and biological relevance of drug screening models.[465,574] Fabri-
cation of biomimetic, sophisticated, and reliable OOC platforms 
seeks a close and intensive collaboration among bioengineers, 
pharmacologists, biologists, and toxicologists. Owing to great 
advances in biomaterial science and engineering, SC biology, 
microfabrication techniques, and biosensors, the fabrication of 
functional OOC platforms is now a reality. Currently developed 
OOC platforms have shown great applicability for repetitive, 
quantitative, and systematic study of drugs. These platforms 
have also been used for disease modeling and thereby can be 
used to evaluate novel drug candidates and therapies in a con-
trolled, low cost, and high-throughput manner. Here, we dis-
cussed synthetic or natural biomaterials and biological factors as 
the key elements in TE, providing different biological, structural, 
and mechanical cues in tissue morphogenesis and function. 
Novel cell sources derived from human iPSCs and ESCs were 
mentioned to fabricate personalized OOC platforms. Microscale 
technologies were described as the extremely powerful tools in 
making the biomimetic tissue structures. Sensory systems were 
also discussed to analyze metabolites and other OOC outputs in 
a high-throughput manner. We highlight the advances made in 
currently developed OOC platforms as functional tools in sim-
ulating human physiology and metabolism. Still, major chal-
lenges exist in the development of OOC platforms before they 
can be used systematically as drug screening platforms.
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